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Preface

The objective of the First Edition was to serve as a textbook for introductory power electronics courses
where the fundamentals of power electronics are defined, rigorously presented, and treated in sufficient
depth so that students acquire the knowledge and skills needed to design practical power electronic sys-
tems. The First Edition has indeed been adopted for use in power electronics courses at a number of
schools. An additional goal was to contribute as a reference book for engineers who practice power elec-
tronics design, and for students who want to develop their knowledge of the area beyond the level of
introductory courses. In the Second Edition, the basic objectives and philosophy of the First Edition have
not been changed. The modifications include addition of a number of new topics aimed at better serving
the expanded audience that includes students of introductory and more advanced courses, as well as
practicing engineers looking for a reference book and a source for further professional development.
Most of the chapters have been significantly revised and updated. Major additions include a new Chapter
10 on input filter design, a new Appendix B covering simulation of converters, and a new Appendix C on
Middlebrook’s Extra Element Theorem. In addition to the introduction of new topics, we have made
major revisions of the material to improve the flow and clarity of explanations and to provide additional
specific results, in chapters covering averaged switch modeling, dynamics of converters operating in dis-
continuous conduction mode, current mode control, magnetics design, pulse-width modulated rectifiers,
and resonant and soft-switching converters.

A completely new Chapter 10 covering input filter design has been added to the second addi-
tion. The problem of how the input filter affects the dynamics of the converter, often in a manner that
degrades stability and performance of the converter system, is explained using Middlebrook’s Extra Ele-
ment Theorem. This design-oriented approach is explained in detail in the new Appendix C. Simple con-
ditions are derived to allow filter damping so that converter transfer functions are not changed. Complete
results for optimum filter damping are presented. The chapter concludes with a discussion about the
design of multiple-section filters, illustrated by a design example.

Computer simulation based on the averaged switch modeling approach is presented in Appen-
dix B, including PSpice models for continuous and discontinuous conduction mode, and current-mode
control. Extensive simulation examples include: finding the dc conversion ratio and efficiency of a
SEPIC, plotting the transient response of a buck-boost converter, comparing the control-to-output trans-
fer functions of a SEPIC operating in CCM and DCM, determining the loop gain, line-to-output transfer
function, and load transient response of a closed-loop buck voltage regulator, finding the input current
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waveform and THD of a DCM boost rectifier, and comparing the transfer functions and output imped-
ances of buck converters operating with current programmed control and with duty cycle control. The
major purpose of Appendix B is to supplement the text discussions, and to enable the reader to effec-
tively use averaged models and simulation tools in the design process. The role of simulation as a design
verification tool is emphasized. In our experience of teaching introductory and more advanced power
electronics courses, we have found that the use of simulation tools works best with students who have
mastered basic concepts and design-oriented analytical techniques, so that they are able to make correct
interpretations of simulation results and model limitations. This is why we do not emphasize simulation
in introductory chapters. Nevertheless, Appendix B is organized so that simulation examples can be
introduced together with coverage of the theoretical concepts of Chapters 3, 7, 9, 10, 11, 12, and 18.

Middlebrook’s Extra Element Theorem is presented in Appendix C, together with four tutorial
examples. This valuable design-oriented analytical tool allows one to examine effects of adding an extra
element to a linear system, without solving the modified system all over again. The theorem has many
practical applications in the design of electronic circuits, from solving circuits by inspection, to quickly
finding effects of unmodeled parasitic elements. In particular, in the Second Edition, Middlebrook’s
Extra Element Theorem is applied to the input filter design of Chapter 10, and to resonant inverter design
in Chapter 19.

In Chapter 7, we have revised the section on circuit averaging and averaged switch modeling.
The process of circuit averaging and deriving averaged switch models has been explained to allow read-
ers not only to use the basic models, but also to construct averaged models for other applications of inter-
est. Examples of extensions of the averaged switch modeling approach include modeling of switch
conduction and switching losses. Related to the revision of Chapter 7, in Appendix B we have included

‘new material on simulation of converters based on the averaged switch modeling approach.

Chapter 8 contains a new substantial introduction that explains the engineering design process
and the need for design-oriented analysis. The discussions of design-oriented methods for construction
of frequency response have been revised and expanded. A new example has been added, involving
approximate analysis of a damped input filter.

Chapter 11 on dynamics of DCM (discontinuous conduction mode) converters, and Chapter 12
on current-mode control, have been thoroughly revised and updated. Chapter 11 includes a simplified
derivation of DCM averaged switch models, as well as an updated discussion of high-frequency DCM
dynamics. Chapter 12 includes a new, more straightforward explanation and discussion of current-mode
dynamics, as well as new complete results for transfer functions and model parameters of all basic con-
verters.

The chapters on magnetics design have been significantly revised and reorganized. Basic mag-
netics theory necessary for informed design of magnetic components in switching power converters is
presented in Chapter 13. The description of the proximity effect has been completely revised, to explain
this important but complex subject in a more intuitive manner. The design of magnetic components based
on the copper loss constraint is described in Chapter 14. A new step-by-step design procedure is given
for multiple-winding inductors, and practical design examples are included for the design of filter induc-
tors, coupled inductors and flyback transformers. The design of magnetic components (transformers and
ac inductors) based on copper and core loss considerations is described in Chapter 15.

To improve their logical flow, the chapters covering pulse-width modulated rectifiers have been
combined into a single Chapter 18, and have been completely reorganized. New sections on current con-
trol based on the critical conduction mode, as well as on operation of the CCM boost and DCM flyback
as PWM rectifiers, have been added.

Part V consists of Chapter 19 on resonant converters and Chapter 20 on soft-switching convert-
ers. The discussion of resonant inverter design, a topic of importance in the field of high-frequency elec-
tronic ballasts, has been expanded and explained in a more intuitive manner. A new resonant inverter
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design example has also been added to Chapter 19. Chapter 20 contains an expanded tutorial explanation
of switching loss mechanisms, new charts illustrating the characteristics of quasi-square-wave and multi-
resonant converters, and new up-to-date sections about soft-switching converters, including the zero-
voltage transition full-bridge converter, the auxiliary switch approach, and the auxiliary resonant com-
mutated pole approach for dc—dc converters and dc—ac inverters.

The material of the Second Edition is organized so that chapters or sections of the book can be
selected to offer an introductory one-semester course, but yet enough material is provided for a sequence
of more advanced courses, or for individual professional development. At the University of Colorado, we
cover the material from the Second Edition in a sequence of three semester-long power electronics
courses. The first course, intended for seniors and first-year graduate students, covers Chapters 1 to 6,
Sections 7.1, 7.2, 7.5, and 7.6 from Chapter 7, Chapters 8 and 9, and Chapters 13 to 15. A project-ori-
ented power electronics design laboratory is offered in parallel with this course. This course serves as a
prerequisite for two follow-up courses. The second course starts with Section 7.4, proceeds to Appendi-
ces B and C, Chapters 10, 11 and 12, and concludes with the material of Chapters 16 to 18. In the third
course we cover resonant and soft-switching techniques of Chapters 19 and 20.

The website for the Second Edition contains comprehensive supporting materials for the text,
including solved problems and slides for instructors. Computer simulation files can be downloaded from
this site, including a PSpice library of averaged switch models, and simulation examples.

This text has evolved from courses developed over seventeen years of teaching power electron-
ics at the University of Colorado. These courses, in turn, were heavily influenced by our previous experi-
ences as graduate students at the California Institute of Technology, under the direction of Profs.
Slobodan Cuk and R. D. Middlebrook, to whom we are grateful. We appreciate the helpful suggestions
of Prof. Arthur Witulski of the University of Arizona. We would also like to thank the many readers of
the First Edition, students, and instructors who offered their comments and suggestions, or who pointed
out errata. We have attempted to incorporate these suggestions wherever possible.

ROBERT W. ERICKSON
DRAGAN MAKSIMOVIC
Boulder, Colorado
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Introduction

11 INTRODUCTION TO POWER PROCESSING

The field of power electronics is concerned with the processing of electrical power using electronic
devices [1-7]. The key element is the switching converter, illustrated in Fig. 1.1. In general, a switching
converter contains power input and control input ports, and a power output port. The raw input power is
processed as specified by the control input, yielding the conditioned output power. One of several basic
functions can be performed [2]. In a dc—dc converter, the dc input voltage is converted to a dc output
voltage having a larger or smaller magnitude, possibly with opposite polarity or with isolation of the
input and output ground references. In an ac—dc rectifier, an ac input voltage is rectified, producing a dc
output voltage. The dc output voltage and/or ac input current waveform may be controlled. The inverse
process, dc—ac inversion, involves transforming a dc input voltage into an ac output voltage of controlla-
ble magnitude and frequency. Ac—ac cycloconversion involves converting an ac input voltage to a given
ac output voltage of controllable magnitude and frequency.

Control is invariably required. It is nearly always desired to produce a well-regulated output

Power Switching
Fig. 1.1 The switching converter, a basic input converter
power processing block.

Power
output

I Control
input
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Power Switching Power
input converter output
Fig. 1.2 A controller is generally required.
A

Control

input
Feedforward Feedback

»| Controller |«

T Reference

voltage, in the presence of variations in the input voltage and load current. As illustrated in Fig. 1.2, a
controller block is an integral part of any power processing system.

High efficiency is essential in any power processing application. The primary reason for this is
usually not the desire to save money on one’s electric bills, nor to conserve energy, in spite of the nobility
of such pursuits. Rather, high efficiency converters are necessary because construction of low-efficiency
converters, producing substantial output power, is impractical. The efficiency of a converter having out-
put power P, and input power P, is

out

y = Four (L1

The power lost in the converter is
Proge =Py = Poy = Pou’(% - 1) 2

Equation (1.2) is plotted in Fig. 1.3. In a con- n
verter that has an efficiency of 50%, power
P, 1s dissipated by the converter elements
and this is equal to the output power, P_,.
This power is converted into heat, which
must be removed from the converter. If the
output power is substantial, then so is the 0.6 +
loss power. This leads to a large and expen-
sive cooling system, it causes the electronic
elements within the converter to operate at
high temperature, and it reduces the system 04 T
reliability. Indeed, at high output powers, it
may be impossible to adequately cool the
converter elements using current technology.
Increasing the efficiency is the key
to obtaining higher output powers. For exam-
ple, if the converter efficiency is 90%, then P! P

the converter loss power is equal to only 11%  gjg 1.3 Converter power loss vs. efficiency.

08 T
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in Converter out

Fig. 1.4 A goal of current converter technology is to construct converters of small size and weight, which process
substantial power at high efficiency.

of the output power. Efficiency is a good measure of the success of a given converter technology. Figure
1.4 illustrates a converter that processes a large amount of power, with very high efficiency. Since very
little power is lost, the converter elements can be packaged with high density, leading to a converter of
small size and weight, and of low temperature rise.

How can we build a circuit that changes the voltage, yet dissipates negligible power? The vari-
ous conventional circuit elements are illustrated in Fig. 1.5. The available circuit elements fall broadly
into the classes of resistive elements, capacitive elements, magnetic devices including inductors and
transformers, semiconductor devices operated in the linear mode (for example, as class A or class B
amplifiers), and semiconductor devices operated in the switched mode (such as in logic devices where
transistors operate in either saturation or cutoff). In conventional signal processing applications, where
efficiency is not the primary concern, magnetic devices are usually avoided wherever possible, because
of their large size and the difficulty of incorporating them into integrated circuits. In contrast, capacitors
and magnetic devices are important elements of switching converters, because ideally they do not con-
sume power. It is the resistive element, as well as the linear-mode semiconductor device, that is avoided
[2]. Switched-mode semiconductor devices are also employed. When a semiconductor device operates in
the off state, its current is zero and hence its power dissipation is zero. When the semiconductor device
operates in the on (saturated) state, its voltage drop is small and hence its power dissipation is also small.
In either event, the power dissipated by the semiconductor device is low. So capacitive and inductive ele-
ments, as well as switched-mode semiconductor devices, are available for synthesis of high-efficiency
converters.

Let us now consider how to construct the simple dc-dc converter example illustrated in Fig. 1.6.
The input voltage v, is 100 V. It is desired to supply 50 V to an effective 5 Q load, such that the dc load
current is 10 A.

Introductory circuits textbooks describe a low-efficiency method to perform the required func-
tion: the voltage divider circuit illustrated in Fig. 1.7(a). The dc—dc converter then consists simply of a

—t B8O \—
Linear- bt T
mode Switched-mode
Resistors | Capacitors | Magnetics Semiconductor devices

Fig. 1.5 Devices available to the circuit designer [2].
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1
10A
o+
V Dc-de
8 R 14
100V converter 50 5 50V
Fig. 1.6 A simple power processing example: construction of a 500 W de—dc converter.
1
@ v 10A
o+
+ 50V -
Vg
Ploss =500 W R \%
100V 5Q% 50V
P, =1000 W P,.,=500W
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+ 50V - 7 10A
~rt T
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¢ C+) and base driver k R $ |4
100V 5Q7 50V
P, =500W B
P, =1000 W P,,=500W

Fig. 1.7 Changing the dc voltage via dissipative means: (a) voltage divider, (b) series pass regulator.

variable resistor, whose value is adjusted such that the required output voltage is obtained. The load cur-
rent flows through the variable resistor. For the specified voltage and current levels, the power P, dissi-
pated in the variable resistor equals the load power P, = 500 W. The source V, supplies power
P,, = 1000 W. Figure 1.7(b) illustrates a more practical implementation known as the linear series-pass
regulator. The variable resistor of Fig. 1.7(a) is replaced by a linear-mode power transistor, whose base
current is controlled by a feedback system such that the desired output voltage is obtained. The power
dissipated by the linear-mode transistor of Fig. 1.7(b) is approximately the same as the 500 W lost by the
variable resistor in Fig. 1.7(a). Series-pass linear regulators generally find modern application only at
low power levels of a few watts.

Figure 1.8 illustrates another approach. A single-pole double-throw (SPDT) switch is connected
as shown. The switch output voltage v () is equal to the converter input voltage V, when the switch is in
position 1, and is equal to zero when the switch is in position 2. The switch position is varied periodi-
cally, as illustrated in Fig. 1.9, such that v (?) is a rectangular waveform having frequency f, and period
T, = l/f,. The duty cycle D is defined as the fraction of time in which the swiich occupies position 1.
Hence, 0 < D < 1. In practice, the SPDT switch is realized using switched-mode semiconductor devices,
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Fig. 1.8 Insertion of SPDT switch which changes the dc component of the voltage.
vt |
N Vg
V.= DVg
0
<———DTS——><——(1_D)TX-> t
switch

position: 1 2 1

Fig. 1.9 Switch output voltage waveform v ().

which are controlled such that the SPDT switching function is attained.
The switch changes the dc component of the voltage. Recall from Fourier analysis that the dc
component of a periodic waveform is equal to its average value. Hence, the dc component of v (#) is

TS
V.= Lfo v(t)di = DV, (1.3)

Thus, the switch changes the dc voltage, by a factor equal to the duty cycle D. To convert the input volt-
age V, = 100 V into the desired output voltage of V=150V, aduty cycle of D = 0.5 is required.

Again, the power dissipated by the switch is ideally zero. When the switch contacts are closed,
then their voltage is zero and hence the power dissipation is zero. When the switch contacts are open,
then the current is zero and again the power dissipation is zero. So we have succeeded in changing the dc
voltage component, using a device that is ideally lossless.

In addition to the desired dc component V,, the switch output voltage waveform v (¥) also con-
tains undesirable harmonics of the switching frequency. In most applications, these harmonics must be
removed, such that the output voltage v(?) is essentially equal to the dc component V= V. A low-pass fil-
ter can be employed for this purpose. Figure 1.10 illustrates the introduction of a single-section L-C low-
pass filter. If the filter corner frequency f, is sufficiently less than the switching frequency f,, then the fil-
ter essentially passes only the dc component of v (#). To the extent that the switch, inductor, and capacitor
elements are ideal, the efficiency of this dc—dc converter can approach 100%.

In Fig. 1.11, a control system is introduced for regulation of the output voltage. Since the output
voltage is a function of the switch duty cycle, a control system can be constructed that varies the duty
cycle to cause the output voltage to follow a given reference. Figure 1.11 also illustrates a typical way in
which the SPDT switch is realized using switched-mode semiconductor devices. The converter power
stage developed in Figs. 1.8 to 1.11 is called the buck converter, because it reduces the dc voltage.

Converters can be constructed that perform other power processing functions. For example, Fig.
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Fig. 1.10 Addition of L-C low-pass filter, for removal of switching harmonics.
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Fig. 1.11 Addition of control system to regulate the output voltage.
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(a)
v(?)
10 +/ ”\; ! 2
v, i + (t) — ——O\
QO T e .
Load
(b) (1) 4

Fig. 1.13 A bridge-type dc-1gac inverter: (a) ideal inverter circuit, (b) typical pulse-width-modulated switch volt-
age waveform v (), and its low-frequency component. .

1.12 illustrates a circuit known as the boost converter, in which the positions of the inductor and SPDT
switch are interchanged. This converter is capable of producing output voltages that are greater in magni-
tude than the input voltage. In general, any given input voltage can be converted into any desired output
voltage, using a converter containing switching devices embedded within a network of reactive elements.
Figure 1.13(a) illustrates a simple dc~1gac inverter circuit. As illustrated in Fig. 1.13(b), the
switch duty cycle is modulated sinusoidally. This causes the switch output voltage v (#) to contain a low-
frequency sinusoidal component. The L-C filter cutoff frequency f; is selected to pass the desired low-
frequency components of v (), but to attenuate the high-frequency switching harmonics. The controller
modulates the duty cycle such that the desired output frequency and voltage magnitude are obtained.

1.2 SEVERAL APPLICATIONS OF POWER ELECTRONICS

The power levels encountered in high-efficiency switching converters range from (1) less than one watt,
in de~dc converters within battery-operated portable equipment, to (2) tens, hundreds, or thousands of
watts in power supplies for computers and office equipment, to (3) kilowatts to Megawatts, in variable-
speed motor drives, to (4) roughly 1000 Megawatts in the rectifiers and inverters that interface dc trans-
mission lines to the ac utility power system. The converter systems of several applications are illustrated
in this section.

A power supply system for a laptop computer is illustrated in Fig. 1.14. A lithium battery pow-
ers the system, and several dc—dc converters change the battery voltage into the voltages required by the
loads. A buck converter produces the low-voltage dec required by the microprocessor. A boost converter
increases the battery voltage to the level needed by the disk drive. An inverter produces high-voltage
high-frequency ac to drive lamps that light the display. A charger with transformer isolation converts the
ac line voltage into dc to charge the battery. The converter switching frequencies are typically in the
vicinity of several hundred kilohertz; this leads to substantial reductions in the size and weight of the
reactive elements. Power management is used, to control sleep modes in which power consumption is
reduced and battery life is extended. In a distributed power system, an intermediate dc voltage appears at
the computer backplane. Each printed circuit card contains high-density de-dc converters that produce
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Fig. 1.14 A laptop computer power supply system.

locally-regulated low voltages. Commercial applications of power electronics include off-line power sys-
tems for computers, office and laboratory equipment, uninterruptable ac power supplies, and electronic
ballasts for gas discharge lighting.

Figure 1.15 illustrates a power system of an earth-orbiting spacecraft. A solar array produces
the main power bus voltage V, .. DC-DC converters convert V, to the regulated voltages required by
the spacecraft payloads. Battery charge/discharge controllers interface the main power bus to batteries;
these controllers may also contain dc—dc converters. Aerospace applications of power electronics include
the power systems of aircraft, spacecraft, and other aerospace vehicles.

Figure 1.16 illustrates an electric vehicle power and drive system. Batteries are charged by a
converter that draws high power-factor sinusoidal current from a single-phase or three-phase ac line. The
batteries supply power to variable-speed ac motors to propel the vehicle. The speeds of the ac motors are
controlled by variation of the electrical input frequency. Inverters produce three-phase ac output voltages
of variable frequency and variable magnitude, to control the speed of the ac motors and the vehicle. A
de—dc converter steps down the battery voltage to the lower dc levels required by the electronics of the
system. Applications of motor drives include speed control of industrial processes, such as control of
compressors, fans, and pumps; transportation applications such as electric vehicles, subways, and loco-
motives; and motion control applications in areas such as computer peripherals and industrial robots.

Power electronics also finds application in other diverse industries, including dc power supplies,

Dissipative
shunt regulator
| )
+
Solar
array Vous
| | [ I ]
Battery Dec-de Dc-dc
charge/discharge converter converter
controllers
Batteries L—‘ I I }J 1—' 1 l |——|
Payload Payload

Fig. 1.15 Power system of an earth-orbiting spacecraft.
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Fig. 1.16 An electric vehicle power and drive system.

uninterruptable power supplies, and battery chargers for the telecommunications industry; inverter sys-
tems for renewable energy generation applications such as wind and photovoltaic power; and utility
power systems applications including high-voltage dc transmission and static VAR (reactive volt-ampere)
compensators. ‘

1.3 ELEMENTS OF POWER ELECTRONICS

One of the things that makes the power electronics field interesting is its incorporation of concepts from
a diverse set of fields, including:

* analog circuits

¢ electronic devices

e control systems

e power systems

°  magnetics

= electric machines

* numerical simulation
Thus, the practice of power electronics requires a broad electrical engineering background. In addition,
there are fundamental concepts that are unique to the power electronics field, and that require specialized

study.

The presence of high-frequency switching makes the understanding of switched-mode convert-
ers not straightforward. Hence, converter modeling is central to the study of power electronics. As intro-
duced in Eq. (1.3), the dc component of a periodic waveform is equal to its average value. This ideal can
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be generalized, to predict the dc components of all converter waveforms via averaging. In Part I of this
book, averaged equivalent circuit models of converters operating in steady state are derived. These mod-
els not only predict the basic ideal behavior of switched-mode converters, but also model efficiency and
losses. Realization of the switching elements, using power semiconductor devices, is also discussed.

Design of the converter control system requires models of the converter dynamics. In Part IT of
this book, the averaging technique is extended, to describe low-frequency variations in the converter
waveforms. Small-signal equivalent circuit models are developed, which predict the control-to-output
and line-to-transfer functions, as well as other ac quantities of interest. These models are then employed
to design converter control systems and to lend an understanding of the well-known current-programmed
control technique.

The magnetic elements are key components of any switching converter. The design of high-
power high-frequency magnetic devices having high efficiency and small size and weight is central to
most converter technologies. High-frequency power magnetics design is discussed in Part III.

Pollution of the ac power system by rectifier harmonics is a growing problem. As a result, many
converter systems now incorporate low-harmonic rectifiers, which draw sinusoidal currents from the util-
ity system. These modern rectifiers are considerably more sophisticated than the conventional diode
bridge: they may contain high-frequency switched-mode converters, with control systems that regulate
the ac line current waveform. Modern rectifier technology is treated in Part IV.

Resonant converters employ quasi-sinusoidal waveforms, as opposed to the rectangular wave-
forms of the buck converter illustrated in Fig. 1.9. These resonant converters find application where high-
frequency inverters and converters are needed. Resonant converters are modeled in Part V. Their loss
mechanisms, including the processes of zero-voltage switching and zero-current switching, are dis-
cussed.
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Converters in Equilibrium



2

Principles of Steady-State
Converter Analysis

2.1 INTRODUCTION

In the previous chapter, the buck converter was introduced as a means of reducing the dec voltage, using
only nondissipative switches, inductors, and capacitors. The switch produces a rectangular waveform
v,(r) as illustrated in Fig. 2.1. The voltage v (1) is equal to the dc input voltage V, when the switch is in
position 1, and is equal to zero when the switch is in position 2. In practice, the switch is realized using

(a) o f —
+ +

2
Vg v () R $ w(1)

(b) v{D) 4 v

<——_—DT3 ———><—D‘TS ——

o
o
~

e

Switch ;
' 1

position: 1

Fig. 2.1 Ideal switch, (a), used to reduce the voltage dc component, and (b) its output voltage waveform v(0).
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vl a4 ’
¥ V
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power semiconductor devices, such as transistors and diodes, which are controlled to turn on and off as
required to perform the function of the ideal switch. The switching frequency f,, equal to the inverse of
the switching period T, generally lies in the range of | kHz to 1 MHz, depending.on the switching speed
of the semiconductor devices. The duty ratio D is the fraction of time that the switch spends in position 1,
and is a number between zero and one. The complement of the duty ratio, I, is defined as (1 - D).

The switch reduces the dc component of the voltage: the switch output voltage v (f) has a dc
component that is less than the converter dc input voltage V,. From Fourier analysis, we know that the de
component of v (f) is given by its average value (v,), or

(=] wanar @

As illustrated in Fig. 2.2, the integral is given by the area under the curve, or DT, V,. The average value is
therefore

(v) =7 (DTV,) =DV, 22)

So the average value, or dc component, of v(7) is equal to the duty cycle times the dc input voltage V.
The switch reduces the dc voltage by a factor of D.

What remains is to insert a low-pass filter as shown in Fig. 2.3. The filter is designed to pass the
dc component of v (#), but to reject the components of v (z) at the switching frequency and its harmonics.
The output voltage v(z) is then essentially equal to the dc component of v (¢):

v={r)=DV, 23)

The converter of Fig. 2.3 has been realized using lossless elements. To the extent that they are ideal, the
inductor, capacitor, and switch do not dissipate power. For example, when the switch is closed, its volt-
age drop is zero, and the current is zero when the switch is open. In either case, the power dissipated by
the switch is zero. Hence, efficiencies approaching 100% can be obtained. So to the extent that the com-
ponents are ideal, we can realize our objective of changing dc voltage levels using a lossless network.

1 L
o/ — /TTO N

2
14 v () CZZ RSO

Fig. 2.3 Insertion of low-pass filter, to remove the switching harmonics and pass only the dc component of v (¢) to
the output.
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Fig. 2.4 Buck converter dc output voltage V vs. duty cycle D.
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The network of Fig. 2.3 also allows control of the output. Figure 2.4 is the control characteristic
of the converter. The output voltage, given by Eq. (2.3), is plotted vs. duty cycle. The buck converter has
a linear control characteristic. Also, the output voltage is less than or equal to the input voltage, since
0 <D < 1. Feedback systems are often constructed that adjust the duty cycle D to regulate the converter
output voltage. Inverters or power amplifiers can also be built, in which the duty cycle varies slowly with
time and the output voltage follows.

The buck converter is just one of many possible switching converters. Two other commonly
used converters, which perform different voltage conversion functions, are illustrated in Fig. 2.5. In the
boost converter, the positions of the inductor and switch are reversed. It is shown later in this chapter that
the boost converter steps the voltage up: V2 V,. Another converter, the buck-boost converter, can either
increase or decrease the magnitude of the voltage, but the polarity is inverted. So with a positive input
voltage, the ideal buck-boost converter can produce a negative output voltage of any magnitude. It may at
first be surprising that dc output voltages can be produced that are greater in magnitude than the input, or
that have opposite polarity. But it is indeed possible to produce any desired dc output voltage using a pas-
sive network of only inductors, capacitors, and embedded switches.

In the above discussion, it was possible to derive an expression for the output voltage of the
buck converter, Eq. (2.3), using some simple arguments based on Fourier analysis. However, it may not
be immediately obvious how to directly apply these arguments to find the dc output voltage of the boost,
buck-boost, or other converters. The objective of this chapter is the development of a more general
method for analyzing any switching converter comprised of a network of inductors, capacitors, and
switches [1-8].

The principles of inductor volt-second balance and capacitor charge balance are derived; these
can be used to solve for the inductor-currents and capacitor voltages of switching converters. A useful
approximation, the small-ripple or linear-ripple approximation, greatly facilitates the analysis. Some
simple methods for selecting the filter element values are also discussed.

2.2 INDUCTOR VOLT-SECOND BALANCE, CAPACITOR CHARGE BALANCE, AND
THE SMALL-RIPPLE APPROXIMATION

Let us more closely examine the inductor and capacitor waveforms in the buck converter of Fig. 2.6. It is
impossible to build a perfect low-pass filter that allows the dc component to pass but completely removes
the components at the switching frequency and its harmonics. So the low-pass filter must allow at least
some small amount of the high-frequency harmonics generated by the switch to reach the output. Hence,
in practice the output voltage waveform v(f) appears as illustrated in Fig. 2.7, and can be expressed as

W0 =V 4 V,08) 24

So the actual output voltage v(f) consists of the desired dc component V, plus a small undesired ac com-
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Fig. 2.5 Three basic converters and their dc conversion ratios M(D) = V/ Vg: (a) buck, {b) boost, (¢) buck—boost.

Fig. 2.6 Buck converter cir-
cuit, with the inductor voltage
v,(#) and capacitor current i(f)
waveforms specifically identi-
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(¢) arising from the incomplete attenuation of the switching harmonics by the low-pass filter.
(?) has been exaggerated in Fig. 2.7.

The output voltage switching ripple should be small in any well-designed converter, since the
object is to produce a dc output. For example, in a computer power supply having a 3.3 V output, the
switching ripple is normally required to be less than a few tens of millivolts, or less than 1% of the dc
component V. So it is nearly always a good approximation to assume that the magnitude of the switching
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Fig. 2.7 Output voltage waveform v(f), v
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ripple is much smaller than the dc component:

v, |<vV 2.5)

ripple

Therefore, the output voltage v(¢) is well approximated by its dc component V, with the small ripple term
v”.pple(t) neglected:

V)=V 2.6)

This approximation, known as the small-ripple approximation, or the linear-ripple approximation,
greatly simplifies the analysis of the converter waveforms and is used throughout this book.

Next let us analyze the inductor current waveform. We can find the inductor current by integrat-
ing the inductor voltage waveform. With the switch in position I, the left side of the inductor is con-
nected to the input voltage V,, and the circuit reduces to Fig. 2.8(a). The inductor voltage v,(#) is then
given by

v =V, =) (2]

As described above, the output voltage v(r) consists of the dc component V; plus a small ac ripple term
V,pie)- We can make the small ripple approximation here, Eq. (2.6}, to replace v(r) with its dc compo-
nent V:

v=V,-V (2.8)

So with the switch in position 1, the inductor voltage is essentially constant and equal to V, - V, as shown

in Fig. 2.9. By knowledge of the inductor voltage waveform, the inductor current can be found by use of
the definition

WORTAL 29)
(@) @6 L (b) L
e 1.7, ST
_ + : B +
+ v, (0 1) + v, () i0)
v, c RSV Y, 20 c R S v

Fig. 2.8 Buck converter circuit: (a) while the switch is in position 1, (b) while the switch is in position 2.
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vL( ) Vg _ V
Fig. 2.9 Steady-state inductor voltage waveform, ~— DT, —>|+~— DT, —>
buck converter. >

t
-V
Switch
position: 1 2 1

Thus, during the first interval, when v,(?) is approximately (V, — V), the slope of the inductor current
waveform is

diy ) _v 0 _Ve-V (2.10)

dt L L

which follows by dividing Eq. (2.9) by L, and substituting Eq. (2.8). Since the inductor voltage v,(¢) is
essentially constant while the switch is in position 1, the inductor current slope is also essentially con-
stant and the inductor current increases linearly.

Similar arguments apply during the second subinterval, when the switch is in position 2. The
left side of the inductor is then connected to ground, leading to the circuit of Fig. 2.8(b). It is important to
consistently define the polarities of the inductor current and voltage; in particular, the polarity of v,(f) is
defined consistently in Figs. 2.7, 2.8(a), and 2.8(b). So the inductor voltage during the second subinterval
is given by

v () == () (2.11)
Use of the small ripple approximation, Eq. (2.6), leads to
vi(Hy=~V (2.12)

So the inductor voltage is also essentially constant while the switch is in position 2, as illustrated in Fig.
2.9. Substitution of Eq. (2.12) into Eq. (2.9) and solution for the slope of the inductor current yields

(2.13)

Hence, during the second subinterval the inductor current changes with a negative and essentially con-
stant slope.

We can now sketch the inductor current waveform (Fig. 2.10). The inductor current begins at
some initial value i,(0). During the first subinterval, with the switch in position 1, the inductor current
increases with the slope given in Eq. (2.10). At time ¢ = DT, the switch changes to position 2. The cur-
rent then decreases with the constant slope given by Eq. (2.13). At time ¢ = T, the switch changes back to

iL(t) 4 .
i, (DT
Fig. 2.10 Steady-state inductor current waveform, I Ai;
buck converter. i /TTV } t
L L
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position 1, and the process repeats.

It is of interest to calculate the inductor current ripple Ai,. As illustrated in Fig. 2.10, the peak
inductor current is equal to the dc component I plus the peak-to-average ripple Ai;. This peak current
flows through not only the inductor, but also through the semiconductor devices that comprise the switch.
Knowledge of the peak current is necessary when specifying the ratings of these devices.

Since we know the slope of the inductor current during the first subinterval, and we also know
the length of the first subinterval, we can calculate the ripple magnitude. The i,(f) waveform is symmetri-
cal about /, and hence during the first subinterval the current increases by 2Ai, (since Ai, is the peak rip-
ple, the peak-to-peak ripple is 2Ai, ). So the change in current, 2Ai,, is equal to the slope (the applied
inductor voltage divided by L) times the length of the first subinterval (DT ):

(change in i,) = (slope)(length of subinterval)

()= (Y (o)

(2.14)

Solution for A, yields

S, = V,,_2—X DT, (2.15)
Typical values of Ai, lie in the range of 10% to 20% of the full-load value of the dc component I. It is
undesirable to allow Aj, to become too large; doing so would increase the peak currents of the inductor
and of the semiconductor switching devices, and would increase their size and cost. So by design the
inductor current ripple is also usually small compared to the dc component I. The small-ripple approxi-
mation i;(f) = I is usually justified for the inductor current.

The inductor value can be chosen such that a desired current ripple Ai, is attained. Solution of
Eq. (2.15) for the inductance L yields

L=—2_—"prT, (2.16)
24, ’

This equation is commonly used to select the value of inductance in the buck converter.

It is entirely possible to solve converters exactly, without use of the small-ripple approximation.
For example, one could use the Laplace transform to write expressions for the waveforms of the circuits
of Figs. 2.8(a) and 2.8(b). One could then invert the transforms, match boundary conditions, and find the
periodic steady-state solution of the circuit. Having done so, one could then find the dc components of
the waveforms and the peak values. But this is a great deal of work, and the results are nearly always
intractable. Besides, the extra work involved in writing equations that exactly describe the ripple is a
waste of time, since the ripple is small and is undesired. The small-ripple approximation is easy to apply,
and quickly yields simple expressions for the dc components of the converter waveforms.

The inductor current waveform of Fig. 2.10 is drawn under steady-state conditions, with the
converter operating in equilibrium. Let’s consider next what happens to the inductor current when the
converter is first turned on. Suppose that the inductor current and output voltage are initially zero, and an
input voltage V, is then applied. As shown in Fig. 2.11, {,(0) is zero. During the first subinterval, with the
switch in position 1, we know that the inductor current will increase, with a slope of (V, = v)/L and with
vinitially zero. Next, with the switch in position 2, the inductor current will change with a slope of — v/L;
since v is initially zero, this slope is essentially zero. It can be seen that there is a net increase in inductor
current over the first switching period, because i,(T,) is greater than #,(0). Since the inductor current
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Fig. 2.11 Inductor current waveform during converter turn-on transient.

flows to the output, the output capacitor will charge slightly, and v will increase slightly. The process
repeats during the second and succeeding switching periods, with the inductor current increasing during
each subinterval 1 and decreasing during each subinterval 2.

As the output capacitor continues to charge and v increases, the slope during subinterval 1
decreases while the slope during subinterval 2 becomes more negative. Eventually, the point is reached
where the increase in inductor current during subinterval 1 is equal to the decrease in inductor current
during subinterval 2. There is then no net change in inductor current over a complete switching period,
and the converter operates in steady state. The converter waveforms are periodic: i,(nT,) = i,((n + DT,).
From this point on, the inductor current waveform appears as in Fig. 2.10.

The requirement that, in equilibrium, the net change in inductor current over one switching
period be zero leads us to a way to find steady-state conditions in any switching converter: the principle
of inductor volt-second balance. Given the defining relation of an inductor:

v =L d’g’) @2.17)

Integration over one complete switching period, say from ¢ =0 to T,, yields

i (T,)—i,0)= % fo fs v (r)dt (2.18)

This equation states that the net change in inductor current over one switching period, given by the left-
hand side of Eq. (2.18), is proportional to the integral of the applied inductor voltage over the interval. In
steady state, the initial and final values of the inductor current are equal, and hence the left-hand side of
Eq. (2.18) is zero. Therefore, in steady state the integral of the applied inductor voltage must be zero:

TS
0= fo v, ()t 2.19)

The right-hand side of Eq. (2.19) has the units of volt-seconds or flux-linkages. Equation (2.19) states
that the total area, or net volt-seconds, under the v,(f) waveform must be zero.
An equivalent form is obtained by dividing both sides of Eq. (2.19) by the switching period 7.

TS
0= Ti fo V(B = (v,) (2.20)

The right-hand side of Eq. (2.20) is recognized as the average value, or dc component, of v;(r). Equation
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v, (1)
A | 7 7 o 3
V.= Total area A

Fig. 2.12 The principle of inductor volt-second e /-' —

balance: in steady state, the net volt-seconds applied 5 - “‘-.I .

to an inductor (i.e., the total area A) must be zero. . l ¢
~— DT >

S 1

(2.20) states that, in equilibrium, the applied inductor voltage must have zero dc component.
The inductor voltage waveform of Fig. 2.9 is reproduced in Fig. 2.12, with the area under the
v,(#) curve specifically identified. The total area A is given by the areas of the two rectangles, or

A= fo " vi(di= (V- V)(DT)+ (- V)(D'T,) @21
The average value is therefore
(v)= % =D(V,~V)+D{-V) (222)
By equating {v, ) to zero, and noting that D + D’ = 1, one obtains
0=DV,~(D+D)V=DV,-V (2.23)

Solution for V yields

V=DV, (2.24)
which coincides with the result obtained previously, Eq. (2.3). So the principle of inductor volt-second
balance allows us to derive an expression for the dc component of the converter output voltage. An
advantage of this approach is its generality—it can be applied to any converter. One simply sketches the
applied inductor voltage waveform, and equates the average value to zero. This method is used later in
this chapter, to solve several more complicated converters.

Similar arguments can be applied to capacitors. The defining equation of a capacitor is

ictt) = € ) (225)

Integration of this equation over one switching period yields
TS
velT)=ve0) = & fo i)t (2.26)

In steady state, the net change ovet one switching period of the capacitor voltage must be zero, so that
the left-hand side of Eq. (2.26) is equal to zero. Therefore, in equilibrium the integral of the capacitor
current over one switching period (having the dimensions of amp-seconds, or charge) should be zero.
There is no net change in capacitor charge in steady state. An equivalent statement is
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TT
0=4 L il = (ic) 227)

The average value, or dc component, of the capacitor current must be zero in equilibrium.

This should be an intuitive result. If a dc current is applied to a capacitor, then the capacitor will
charge continually and its voltage will increase without bound. Likewise, if a dc voltage is applied to an
inductor, then the flux will increase continually and the inductor current will increase without bound.
Equation (2.27), called the principle of capacitor amp-second balance or capacitor charge balance, can
be used to find the steady-state currents in a switching converter.

2.3 BOOST CONVERTER EXAMPLE

The boost converter, Fig. 2.13(a), is another well-known switched-mode converter that is capable of pro-
ducing a dc output voltage greater in magnitude than the dc input voltage. A practical realization of the
switch, using a MOSFET and diode, is shown in Fig. 2.13(b). Let us apply the small-ripple approxima-
tion and the principles of inductor volt-second balance and capacitor charge balance to find the steady-
state output voltage and inductor current for this converter.

With the switch in position 1, the right-hand side of the inductor is connected to ground, result-
ing in the network of Fig. 2.14(a). The inductor voltage and capacitor current for this subinterval are
given by

(2.28)

Use of the linear ripple approximation, v = V, leads to

(a) L
»—TOO o
(0 +v,(0- \

5O | ]

it

(b) L D,

i L(t) + VL(I) -

it
v, C) TII_LCE‘-QI c

Fig. 2.13 Boost converter: (a) with ideal switch, (b) practical realization using MOSFET and diode.
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Fig. 2.14 Boost converter circuit, (a) while the switch is in position 1, (b) while the switch is in position 2.
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v 2.29)

Sl

ic

With the switch in position 2, the inductor is connected to the output, leading to the circuit of Fig.
2.14(b). The inductor voltage and capacitor current are then

=V M 2.30)
lo=1Ip— R
Use of the small-ripple approximation, v =V and i, = I, leads to
=V,-V
L= e v (2.31)
ic=1- 7

Equations (2.29) and (2.31) are used to sketch the inductor voltage and capacitor current waveforms of
Fig. 2.15.

(a) v, (0, y
g P S ———
Fig. 2.15 Boost converter voltage “— DT ——>|e— DT —>
and current waveforms. = 4 >
t
. Vg -V
i, - VIR
-+ DTX —> D‘Ts —
t
- V/R
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Fig. 2.16 Dc conversion ratio M(D) of 4 7
the boost converter.

M(D)

It can be inferred from the inductor voltage waveform of Fig. 2.15(a) that the dc output voltage
Vis greater than the input voltage V,. During the first subinterval, v;(?) is equal to the dc input voltage V,,
and positive volt-seconds are applied to the inductor. Since, in steady-state, the total volt-seconds applied
over one switching period must be zero, negative volt-seconds must be applied during the second sub-
interval. Therefore, the inductor voltage during the second subinterval, (V, — V), must be negative.
Hence, V is greater than Vg.

The total voli-seconds applied to the inductor over one switching period are:

L & v = (V,)DT, +(V, - V|DT, (2.32)

By equating this expression to zero and collecting terms, one obtains
V(D+D)~-VD'=0 (2.33)

Solution for V] and by noting that (D + D) = 1, yields the expression for the output voltage,

Vot (2.34)

The voltage conversion ratio M(D) is the ratio of the output to the input voltage of a dc-dc converter.
Equation (2.34) predicts that the voltage conversion ratio is given by

V_1 1
MD)=+r=>==—— 2.35
D=y =515 235)

This equation is plotted in Fig. 2.16. At D=0, V= V. The output voltage increases as D increases, and in
the ideal case tends to infinity as D tends to 1. So the ideal boost converter is capable of producing any
output voltage greater than the input voltage. There are, of course, limits to the output voltage that can be
produced by a practical boost converter. In the next chapter, component nonidealities are modeled, and it
is found that the maximum output voltage of a practical boost converter is indeed limited. Nonetheless,
very large output voltages can be produced if the nonidealities are sufficiently small.

The dc component of the inductor current is derived by use of the principle of capacitor charge
balance. During the first subinterval, the capacitor supplies the load current, and the capacitor is partially
discharged. During the second subinterval, the inductor current supplies the load and, additionally,
recharges the capacitor. The net change in capacitor charge over one switching period is found by inte-
grating the i(f) waveform of Fig. 2.15(b),
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Fig. 2.17 Variation of inductor current dc
component / with duty cycle, boost converter.

0.8 1

T
s v VY (2.36)
fo io(t)dr = ( - F)DTS + (1 - F)D T,
Collecting terms, and equating the result to zero, leads the steady-state result
\4 ] e
-f(D+D)+ID'=0 (2.37)

By noting that (D + D’) = 1, and by solving for the inductor current dc component I, one obtains
-V 2.38
I=5g (2.38)
So the inductor current de component I is equal to the load current, V/R, divided by D’. Substitution of
Eq. (2.34) to eliminate V yields

1o Ve (2.39)

DR

This equation is plotted in Fig. 2.17. It can be seen that the inductor current becomes large as D
approaches 1.

This inductor current, which coincides with the dc input current in the boost converter, is greater
than the load current. Physically, this must be the case: to the extent that the converter elements are ideal,
the converter input and output powers are equal. Since the converter output voltage is greater than the
input voltage, the input current must likewise be greater than the output current. In practice, the inductor
current flows through the semiconductor forward voltage drops, the inductor winding resistance, and
other sources of power loss. As the duty cycle approaches one, the inductor current becomes very large
and these component nonidealities lead to large power losses. In consequence, the efficiency of the boost
converter decreases rapidly at high duty cycle.

Next, let us sketch the inductor current i,(f) waveform and derive an expression for the inductor
current ripple Ai,. The inductor voltage waveform v,(#) has been already found (Fig. 2.15), so we can
sketch the inductor current waveform directly. During the first subinterval, with the switch in position 1,
the slope of the inductor current is given by

dit) _v_ Yy (2.40)

dt L L

Likewise, when the switch is in position 2, the slope of the inductor current waveform is
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0 4
Fig. 2.18 Boost converter inductor current Ai
waveform i;(f). 1 —— S T L
Ve Ve-V
L L |
0 DT, T t
dig®) _ v _Ve-V (2.41)
d — L T L

The inductor current waveform is sketched in Fig. 2.18. During the first subinterval, the change in induc-
tor current, 2Ai,, is equal to the slope multiplied by the length of the subinterval, or

v,
24i, = DT, (242)
Solution for A, leads to
Vv
.Y (2.43)
AlL - 2L DT?

This expression can be used to select the inductor value L such that a given value of Ai, is obtained.

Likewise, the capacitor voltage v(r) waveform can be sketched, and an expression derived for
the output voltage ripple peak magnitude Av. The capacitor current waveform i(¢) is given in Fig. 2.15.
During the first subinterval, the slope of the capacitor voltage waveform w(¢) is

dv (1) - Lc(_f) -V (2.44)

dt C ~RC

During the second subinterval, the slope is

dve(t) _ idt) _ 1

L_V (2.45)
di C “C™RC

The capacitor voltage waveform is sketched in Fig. 2.19. During the first subinterval, the change in
capacitor voltage, — 2Av, is equal to the slope multiplied by the length of the subinterval:

- =V 2.46
24v =3 DI, (2.46)
Solution for Av yields
vt)
Fig. 2.19 Boost converter output voltage Ve Av
waveform v(f). v : i v T
RC | C®C
0 DT, T t
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__V 247
Av == DT, (2.47)
This expression can be used to select the capacitor value C to obtain a given output voltage ripple peak
magnitude Av.

2.4 CUK CONVERTER EXAMPLE

As a second example, consider the Cuk converter of Fig. 2.20(a). This converter performs a dc conver-
sion function similar to the buck-boost converter: it can either increase or decrease the magnitude of the
dc voltage, and it inverts the polarity. A practical realization using a transistor and diode is illustrated in
Fig. 2.20(b).

This converter operates via capacitive energy transfer. As illustrated in Fig. 2.21, capacitor C, is
connected through L, to the input source while the switch is in position 2, and source energy is stored in
C,. When the switch is in position 1, this energy is released through L, to the load.

The inductor currents and capacitor voltages are defined, with polarities assigned somewhat
arbitrarily, in Fig. 2.20(a). In this section, the principles of inductor volt-second balance and capacitor
charge balance are applied to find the dc components of the inductor currents and capacitor voltages. The
voltage and current ripple magnitudes are also found.

During the first subinterval, while the switch is in position 1, the converter circuit reduces to
Fig. 2.21(a). The inductor voltages and capacitor currents are:

Vu:Vg

V==V, =V

e (2.48)
e =1

. . Vs

lo=h~-F

(@) L,
565 —»
i +
2
v, C, :F Vy % R
(b) LI Cl LZ
— BB I g1, S
; il f +
1 + "1 _ 2

v, §R

TORN:TA PR

Fig. 2.20 Cuk converter: (a) with ideal switch, (b) practical realization using MOSFET and diode.
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Fig. 2.21 Cuk converter circuit: (a) while switch is in position 1, (b) while switch is in position 2.

We next assume that the switching ripple magnitudes in i,(2), i,(#), v,(#), and v,(¢) are small compared to
their respective dc components 1, 1,, V,, and V,. We can therefore make the small-ripple approximation,
and Eq. (2.48) becomes

V= Vg
v,,=-V, -V
& 17 V2 (2.49)
ig=1,

Vs

i=1- R

During the second subinterval, with the switch in position 2, the converter circuit elements are connected
as in Fig. 2.21(b). The inductor voltages and capacitor currents are:

v = Vg -V

e (2.50)
o=

. T

Io=h~p

We again make the small-ripple approximation, and hence Eq. (2.50) becomes

vy=V,-V,
v,==V
e @.51)
ier =1,
. V.
in=l— “RZ

Equations (2.49) and (2.51) are used to sketch the inductor voltage and capacitor current waveforms in
Fig. 2.22.

The next step is to equate the dc components, or average values, of the waveforms of Fig. 2.22



Fig. 2.22 Cuk converter waveforms:
(a) inductor voltage v, (#), (b) inductor
voltage v;,(f), (c) capacitor current i((f),
(d) capacitor current i(f).
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(2)

to zero, to find the steady-state conditions in the converter. The results are:

Solution of this system of equations
rents leads to

v (0 \
Vg .
_ DTS —_— | — D'TS D -
t
V,-V,
(b) V(D) ) -V,
- DTY —_— D'Tc —
—V,-V, t
© iCl(t) y 1
1
<+ DTS —>|— D'TS —_ R
I, !
(d) i
L-V,/IR (=0)
R DTS — | D'Ts-—> ;
)=DV+D(V,-V,)=0
)=D(-V, =V, + D(-V,) =0 252
y=DI,+DI, =
) =1, _% =

for the dc components of the capacitor voltages and inductor cur-

v
Vi= 5
D
V,=-L,
D (2.53)
DY
n=-gh=(g] %
1=V DY
2R DR

The dependence of the dc output voltage V, on the duty cycle D is sketched in Fig. 2.23.
The inductor current waveforms are sketched in Fig. 2.24(a) and 2.24(b), and the capacitor C,
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Fig. 2.23 Dc conversion ratio
MD)=-V/I Vg of the Cuk converter,

M(D)

voltage waveform v,(z) is sketched in Fig. 2.24(c). During the first subinterval, the slopes of the wave-
forms are given by

diy®) vyt _ Y,

a ~ L, "L,

diyft) _vp(t) _ =V, -V, 2.54)
d ~ L, T L,

avi(t) _ia(® _ 1,

a - C, C,

Equation (2.49) has been used here to substitute for the values of v, v,, and i, during the first subinter-
val. During the second interval, the slopes of the waveforms are given by

(a) i\(2)

Fig. 2.24 Cuk converter waveforms: (b
(a) inductor current i((¢), (b) inductor
current i,(#), (c) capacitor voltage v;(2).

© vi(D) 4
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diy(n) vy V-V,
d ~ L, T L

diy(n) _vp) -V, (2.55)
d ~ L, T L,

dvi(®) _ i) _ N
a4 ~ C, TC,

Equation (2.51) was used to substitute for the values of v, |, v;,, and i.,, during the second subinterval.

During the first subinterval, the quantities i,(2), i,(#), and v (f) change by 2Ai;, — 2Ai,, and
—2Av,, respectively. These changes are equal to the slopes given in Eq. (2.54), multiplied by the sub-
interval length DT, yielding

VDT,
Al = ——~5 I,
Aiy = Vlzszz DT, (2.56)
_1,DT,
Ay, = 22C1

The dc relationships, Eq. (2.53), can now be used to simplify these expressions and eliminate V,, V,, and
1,, leading to

L
"L

. VgDTs

Bip= 5= (2.57)
A VDT,

YI=9DRC,

These expressions can be used to select values of L, L,, and C;, such that desired values of switching
ripple magnitudes are obtained.

Similar arguments cannot be used to estimate the switching ripple magnitude in the output
capacitor voltage v,(#). According to Fig. 2.22(d), the current i,(¢) is continuous: unlike v,,, v;,, and i,
the capacitor current i.,(¢) is nonpulsating. If the switching ripple of i,(f) is neglected, then the capacitor
current i,(#) does not contain an ac component. The small-ripple approximation then leads to the conclu-
sion that the output switching ripple Av, is zero.

Of course, the output voltage switching ripple is not zero. To estimate the magnitude of the out-
put voltage ripple in this converter, we must not neglect the switching ripple present in the inductor cur-
rent i,(#), since this current ripple is the only source of ac current driving the output capacitor C,. A
simple way of doing this in the Cuk converter and in other similar converters is discussed in the next sec-
tion.

2.5 ESTIMATING THE OUTPUT VOLTAGE RIPPLE IN CONVERTERS CONTAINING
TWO-POLE LOW-PASS FILTERS

A case where the small ripple approximation is not useful is in converters containing two-pole low-pass
filters, such as in the output of the Cuk converter (Fig. 2.20) or the buck converter (Fig. 2.25). For these
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Fig. 2.25 The buck converter contains a two-pole output filter.

converters, the small-ripple approximation predicts zero output voltage ripple, regardless of the value of
the output filter capacitance. The problem is that the only component of output capacitor current in these
cases is that arising from the inductor current ripple. Hence, inductor current ripple cannot be neglected
when calculating the output capacitor voltage ripple, and a more accurate approximation is needed.

An improved approach that is useful for this case is to estimate the capacitor current waveform
i(r) more accurately, accounting for the inductor current ripple. The capacitor voltage ripple can then be
related to the total charge contained in the positive portion of the i.(f) waveform.

Consider the buck converter of Fig. 2.25. The inductor current waveform i,(#) contains a dc
component [ and linear ripple of peak magnitude Ai;, as shown in Fig. 2.10. The dc component I must
flow entirely through the load resistance R (why?), while the ac switching ripple divides between the
load resistance R and the filter capacitor C. In a well-designed converter, in which the capacitor provides
significant filtering of the switching ripple, the capacitance C is chosen large enough that its impedance
at the switching frequency is much smaller than the load impedance R. Hence nearly all of the inductor
current ripple flows through the capacitor, and very little flows through the load. As shown in Fig. 2.26,
the capacitor current waveform i.(f) is then equal to the inductor current waveform with the dc compo-
nent removed. The current ripple is linear, with peak value Ai;.

When the capacitor current i(r) is positive, charge is deposited on the capacitor plates and the
capacitor voltage v(f) increases. Therefore, between the two zero-crossings of the capacitor current
waveform, the capacitor voltage changes between its minimum and maximum extrema. The waveform is
symmetrical, and the total change in v is the peak-to-peak output voltage ripple, or 2Av.

This change in capacitor voltage can be related to the total charge g contained in the positive

iA1) &

Total charge

Fig. 2.26 Output capacitor voltage
and current waveforms, for the buck
converter in Fig. 2.25.
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portion of the capacitor current waveform. By the capacitor relation Q = CV,
q=C(24v) (2.58)

As illustrated in Fig. 2.26, the charge ¢ is the integral of the current waveform between its zero crossings.
For this example, the integral can be expressed as the area of the shaded triangle, having a height Ai,.
Owing to the symmetry of the current waveform, the zero crossings occur at the centerpoints of the DT,
and DT, subintervals. Hence, the base dimension of the triangle is 7/2. So the total charge g is given by

T,
g=18i, % (2.59)

Substitution of Eq. (2.58) into Eq. (2.59), and solution for the voltage ripple peak magnitude Av yields

AL T (2.60)
Av==F

This expression can be used to select a value for the capacitance C such that a given voltage ripple Av is
obtained. In practice, the additional voltage ripple caused by the capacitor equivalent series resistance
(esr) must also be included.

Similar arguments can be applied to inductors. An example is considered in Problem 2.9, in
which a two-pole input filter is added to a buck converter as in Fig. 2.32. The capacitor voltage ripple
cannot be neglected; doing so would lead to the conclusion that no ac voltage is applied across the input
filter inductor, resulting in zero input current ripple. The actual inductor voltage waveform is identical to
the ac portion of the input filter capacitor voltage, with linear ripple and with peak value Av as illustrated
in Fig. 2.27. By use of the inductor relation A = Li, a result similar to Eq. (2.60) can be derived. The der-
ivation is left as a problem for the student.
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2.6

Principles of Steady-State Converter Analysis

SUMMARY OF KEY POINTS

The dc component of a converter waveform is given by its average value, or the integral over one switch-
ing period, divided by the switching period. Solution of a dc-dc converter to find its dc, or steady-state,
voltages and currents therefore involves averaging the waveforms.

The linear- (or small-) ripple approximation greatly simplifies the analysis. In a well-designed converter,
the switching ripples in the inductor currents and capacitor voltages are small compared to the respective
dc components, and can be neglected.

The principle of inductor volt-second balance allows detérmination of the dc voltage components in any
switching converter. In steady state, the average voltage applied to an inductor must be zero.

The principle of capacitor charge balance allows determination of the dc components of the inductor cur-
rents in a switching converter. In steady state, the average current applied to a capacitor must be zero.

By knowledge of the slopes of the inductor current and capacitor voltage waveforms, the ac switching rip-
ple magnitudes may be computed. Inductance and capacitance values can then be chosen to obtain desired
ripple magnitudes.

In converters containing multiple-pole filters, continuous (nonpulsating) voltages and currents are applied
to one or more of the inductors or capacitors. Computation of the ac switching ripple in these elements can
be done using capacitor charge and/or inductor flux-linkage arguments, without use of the small-ripple
approximation.

Converters capable of increasing (boost), decreasing (buck), and inverting the voltage polarity (buck-boost
and Cuk) have been described. Converter circuits are explored more fully in the problems and in a later
chapter.
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PROBLEMS

2.1 Analysis and design of a buck-boost converter: A buck-boost converter is illustrated in Fig. 2.28(a), and
a practical implementation using a transistor and diode is shown in Fig. 2.28(b).

a "2 ©
(a) ” > +
it
Fig. 2.28 Buck-boost converter 1% i Cm= R 5 v
of Problem 2.1: (a) ideal converter 8 L
circuit, (b) implementation using
MOSFET and diode. -
b
(b) 0 D,
E AN _ i +
Ir —l— 5 b
v, Cj) L com RS
(a) Find the dependence of the equilibrium output voltage V and inductor current [ on the duty ratio

D, input voltage V,, and load resistance R. You may assume that the inductor current ripple and
capacitor voltage ripple are small.
(b) Plot your results of part (a) over the range 0 < D < 1.
(c) Dc design: for the specifications
V,=30V V=-20V
R=4Q f,=40kHz
()) FindDandI
(ii)  Calculate the value of L that will make the peak inductor current ripple Ai equal to ten per-

cent of the average inductor current /.
(if) Choose C such that the peak output voltage ripple Av is 0.1 V.

(d) Sketch the transistor drain current waveform i (1) for your design of part (c). Include the effects
of inductor current ripple. What is the peak value of i;? Also sketch i(¢) for the case when L is
decreased such that Ai is 50% of I. What happens to the peak value of iy in this case?

(e) Sketch the diode current waveform i,,(z) for the two cases of part (d).

2.2 In a certain application, an unregulated dc input voltage can vary between 18 and 36 V. It is desired to
produce a regulated output of 28 V to supply a 2 A load. Hence, a converter is needed that is capable of
both increasing and decreasing the voltage. Since the input and output voltages are both positive, con-
verters that invert the voltage polarity (such as the basic buck-boost converter) are not suited for this
application.

One converter that is capable of performing the required function is the nonisolated SEPIC (sin-
gle-ended primary inductance converter) shown in Fig. 2.29. This converter has a conversion ratio M(D)
that can both buck and boost the voltage, but the voltage polarity is not inverted. In the normal converter
operating mode, the transistor conducts during the first subinterval (0 < £ < DT,), and the diode conducts
during the second subinterval (DT < t < T,). You may assume that all elements are ideal.

(a) Derive expressions for the dc components of each capacitor voltage and inductor current, as

functions of the duty cycle D, the input voltage Vg, and the load resistance R.
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Fig. 2.29 SEPIC of Problems 2.2 and 2.3.

(b) A control circuit automatically adjusts the converter duty cycle D, to maintain a constant output
voltage of V= 28 V. The input voltage slowly varies over the range 18 V<V, < 36 V. The load
current is constant and equal to 2 A. Over what range will the duty cycle D vary? Over what
range will the input inductor current dc component /; vary?

For the SEPIC of Problem 2.2,

(a) Derive expressions for each inductor current ripple and capacitor voltage ripple. Express these
quantities as functions of the switching period T; the component values L, Ly, Cp, Gy the duty
cycle D; the input voltage V; and the load resistance R.

(b) Sketch the waveforms of the transistor voltage v,,4(f) and transistor current iy(#), and give
expressions for their peak values.

The switches in the converter of Fig. 2.30 operate synchronously: each is in position 1 for 0 < ¢ < DT,
and in position 2 for DT < t < T,. Derive an expression for the voltage conversion ratio M(D) = VIV,.
Sketch M(D) vs. D.

C
10 L il 02
46 A
: \o . ; + v -
2 L 4% 1
R

Fig. 2.30 H-bridge converter of Problems 2.4 and 2.6.

The switches in the converter of Fig. 2.31 operate synchronously: each is in position 1 for 0 <t < DT,,
and in position 2 for DT, < t < T. Derive an expression for the voltage conversion ratio M(D) = V/V,.
Sketch M(D) vs. D. )

L
p—TBO
i C
10 hL 02
Vg S ~—————] oy - o
2 'A% 21
R

Fig. 2.31 Current-fed bridge converter of Problems 2.5, 2.7, and 2.8.

For the converter of Fig. 2.30, derive expressions for the inductor current ripple Ai; and the capacitor
voltage ripple Av,.

For the converter of Fig. 2.31, derive an analytical expression for the dc component of the inductor cur-
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rent, /, as a function of D, Vg, and R. Sketch your result vs. D.

For the converter of Fig. 2.31, derive expressions for the inductor current ripple Ai, and the capacitor
voltage ripple Ay,

To reduce the switching harmonics present in the input current of a certain buck converter, an input filter
consisting of inductor L; and capacitor C| is added as shown in Fig. 2.32. Such filters are commonly
used to meet regulations limiting conducted electromagnetic interference (EMI). For this problem, you
may assume that all inductance and capacitance values are sufficiently large, such that all ripple magni-
tudes are small.

2 L,

T Iy
1% + C, == C, -
¢ L Qe D, 2 o

+

Rgv

Fig. 2.32 Addition of L-C input filter to buck converter, Problem 2.9.

(a) Sketch the transistor current waveform i,(2).

(b) Derive analytical expressions for the dc components of the capacitor voltages and inductor cur-
rents.

(c) Derive analytical expressions for the peak ripple magnitudes of the input filter inductor current
and capacitor voltage.

d) Given the following values:

Input voltage Vg =48V
Output voltage V=36V
Switching frequency f,=100kHz
Load resistance R=68

Select values for L and C| such that (i) the peak voltage ripple on C;, Av,, is two percent of the dc
component V-, and (i) the input peak current ripple Az} is 20 mA.

Extra credit problem: Derive exact analytical expressions for (i) the dc component of the output volt-
age, and (ii) the peak-to-peak inductor current ripple, of the ideal buck-boost converter operating in
steady state. Do not make the small-ripple approximation.
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Steady-State Equivalent Circuit Modeling,
Losses, and Efficiency

Let us now consider the basic functions performed by a switching converter, and attempt to represent
these functions by a simple equivalent circuit. The designer of a converter power stage must calculate the
network voltages and currents, and specify the power components accordingly. Losses and efficiency are
of prime importance. The use of equivalent circuits is a physical and intuitive approach which allows the
well-known techniques of circuit analysis to be employed. As noted in the previous chapter, it is desir-
able to ignore the small but complicated switching ripple, and model only the important dc components
of the waveforms.

The dc transformer is used to model the ideal functions performed by a de-dc converter [1-4].
This simple model correctly represents the relationships between the dc voltages and currents of the con-
verter. The model can be refined by including losses, such as semiconductor forward voltage drops and
on-resistances, inductor core and copper losses, etc. The resulting model can be directly solved, to find
the voltages, currents, losses, and efficiency in the actual nonideal converter.

3.1 THE DC TRANSFORMER MODEL

As illustrated in Fig. 3.1, any switching converter contains three ports: a power input, a power output,
and a control input. The input power is processed as specified by the control input, and then is output to
the load. Ideally, these functions are performed with 100% efficiency, and hence

P, =P (3.1

out

or,

Vl,=VI (3.2)
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Fig. 3.1 Switching converter terminal quantities.
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Fig. 3.2 A switching converter equivalent circuit using dependent sources, corresponding to Eqgs. (3.3) and (3.4).

These relationships are valid only under equilibrium (dc) conditions: during transients, the net stored
energy in the converter inductors and capacitors may change, causing Egs. (3.1) and (3.2) to be violated.

In the previous chapter, we found that we could express the converter output voltage in an equa-
tion of the form

V=MDV, ¢33

where M(D) is the equilibrium conversion ratio of the converter. For example, M(D) = D for the buck
converter, and M(D) = 1/(1 — D) for the boost converter. In general, for ideal PWM converters operating
in the continuous conduction mode and containing an equal number of independent inductors and capac-
itors, it can be shown that the equilibrium conversion ratio M is a function of the duty cycle D and is
independent of load.

Substitution of Eq. (3.3) into Eq. (3.2) yields

I,=MD)I (3.4)

Hence, the converter terminal currents are related by the same conversion ratio.

Equations (3.3) and (3.4) suggest that the converter could be modeled using dependent sources,
as in Fig. 3.2. An equivalent but more physically meaningful model (Fig. 3.3) can be obtained through
the realization that Eqs. (3.1) to (3.4) coincide with the equations of an ideal transformer. In an ideal
transformer, the input and output powers are equal, as stated in Egs. (3.1) and (3.2). Also, the output volt-
age is equal to the turns ratio times the input voltage. This is consistent with Eq. (3.3), with the turns ratio
taken to be the equilibrium conversion ratio M(D). Finally, the input and output currents should be
related by the same turns ratio, as in Eq. (3.4).

Thus, we can model the ideal dc-dc converter using the ideal dc transformer model of Fig. 3.3.
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1, 1: M(D)
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Fig. 3.3 Ideal dc transformer
model of a dc-dc converter Power ¢ * Power
operating in continuous con- input Vg 4 output
duction mode, corresponding

to Egs. (3.1) to (3.4).

D

Control input

This symbol represents the first-order dc properties of any switching de-dc converter: transformation of
dc voltage and current levels, ideally with 100% efficiency, controllable by the duty cycle D. The solid
horizontal line indicates that the element is ideal and capable of passing dc voltages and currents. It
should be noted that, although standard magnetic-core transformers cannot transform dc signals (they
saturate when a dc voltage is applied), we are nonetheless free to define the idealized model of Fig. 3.3
for the purpose of modeling dc-dc converters. Indeed, the absence of a physical dc transformer is one of
the reasons for building a dc-de switching converter. So the properties of the dc-de converter of Fig. 3.1
can be modeled using the equivalent circuit of Fig. 3.3. An advantage of this equivalent circuit is that, for
constant duty cycle, it is time invariant: there is no switching or switching ripple to deal with, and only
the important dc components of the waveforms are modeled.

The rules for manipulating and simplifying circuits containing transformers apply equally well
to circuits containing dc-dc converters. For example, consider the network of Fig. 3.4(a), in which a
resistive load is connected to the converter output, and the power source is modeled by a Thevenin-equiv-
alent voltage source V, and resistance R,. The converter is replaced by the dc transformer model in Fig.
3.4(b). The elements V, and R, can now be pushed through the dc transformer as in Fig. 3.4(c); the volt-

@ R,
Fig. 3.4 Example of use of the dc WV + +
transformer model: (a) original circuit; Switching
(b) substitution of switching converter dc v (* v de-de v g R
transformer model; (c) simplification by 1\~ g
referring all elements to secondary side. converter
o
®) Ry 1: M(D) © MXD)R,
N T T AN/
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age source V| is multiplied by the conversion ratio M(D), and the resistor R, is multiplied by M?(D). This
circuit can now be solved using the voltage divider formula to find the output voltage:

V=MDV, (3.5)

R
R+ M*D)R,

It should be apparent that the dc transformer/equivalent circuit approach is a powerful tool for under-
standing networks containing converters.

3.2 INCLUSION OF INDUCTOR COPPER LOSS

The dc transformer model of Fig. 3.3 can be extended, to model other properties of the converter. Non-
idealities, such as sources of power loss, can be modeled by adding resistors as appropriate. In later chap-
ters, we will see that converter dynamics can be modeled as well, by adding inductors and capacitors to
the equivalent circuit.

Let us consider the inductor copper loss in a boost converter.
Practical inductors exhibit power loss of two types: (1) copper loss, origi- L Ry
nating in the resistance of the wire, and (2) core loss, due to hysteresis and — BT ——MN—
eddy current losses in the magnetic core. A suitable model that describes  Fig, 3.5 Modeling induc-
the inductor copper loss is given in Fig. 3.5, in which a resistor K, is placed  tor copper loss via series
in series with the inductor. The actual inductor then consists of an ideal resistor R, .
inductor, L, in series with the copper loss resistor R,.

The inductor model of Fig. 3.5 is inserted into the boost converter circuit in Fig. 3.6. The circuit
can now be analyzed in the same manner as used for the ideal lossless converter, using the principles of
inductor volt-second balance, capacitor charge balance, and the small-ripple approximation. First, we
draw the converter circuits during the two subintervals, as in Fig. 3.7.

For 0 < ¢ < DT, the switch is in position 1 and the circuit reduces to Fig. 3.7(a). The inductor
voltage v, (¢), across the ideal inductor L, is given by

v =V,—i(nR, (3.6)
and the capacitor current i(¥) is
ic(ty=-"2 37

Next, we simplify these equations by assuming that the switching ripples in i(r) and v(¥) are small com-
pared to their respective dc components [ and V. Hence, i(f) = I and v(f) = V, and Egs. (3.6) and (3.7)

L R,
— > BEE——AN,

l NG :
v O 1 c—l- ks

Fig. 3.6 Boost converter circuit, including inductor copper resistance R, .
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(a) i

(b) i L R,
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ici "

v, Cj) c RS
i

Fig. 3.7 Boost converter circuits during the two subintervals, including inductor copper loss resistance R;:
(a) with the switch in position 1, (b) with the switch in position 2.

become

v(t)=V, ~IR,
S (3.8)
ict)=- R

For DT, <t < T, the switch is in position 2 and the circuit reduces to Fig. 3.7(b). The inductor current and
capacitor voltage are then given by

vi(0) = V= iR, ~ (1) = Vy— IR, - V

ic(z):i(t)-ﬁ%)zl—%

(3.9)

We again make the small-ripple approximation.

The principle of inductor volt-second balance can now be invoked. Equations (3.8) and (3.9) are
used to construct the inductor voltage waveform v,(¢) in Fig. 3.8. The dc component, or average value, of
the inductor voltage v,(¢) is

(v =+ JO "= D(V,~IR,)+ D'(V,~ IR, - V) (3.10)

By setting (v, ) to zero and collecting terms, one obtains
0=V,~IR,-DV (.11

(recall that D + D" = 1). It can be seen that the inductor winding resistance R, adds another term to the
inductor volt-second balance equation. In the ideal boost converter (R, = 0) example of Chapter 2, we
were able to solve this equation directly for the voltage conversion ratio V/V,. Equation (3.11) cannot be
immediately solved in this manner, because the inductor current [ is unknown. A second equation is
needed, to eliminate I.
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Fig. 3.8 Inductor voltage and capacitor t
current waveforms, for the nonideal boost Vg -IR, -V
converter of Fig. 3.6.
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The second equation is obtained using capacitor charge balance. The capacitor current i.(¢)
waveform is given in Fig. 3.8. The dc component, or average value, of the capacitor current waveform is

(ic0) = D(— %) + D'(I - %) 3.12)
By setting (i, ) to zero and collecting terms, one obtains

7.V 3.13
0=D1~x (3.13)

We now have two equations, Egs. (3.11) and (3.13), and two unknowns, V and /. Elimination of I and
solution for V yields

Vv, U (1 N RzL ) (3.14)
DR

This is the desired solution for the converter output voltage V. It is plotted in Fig. 3.9 for several values of
R,/R. It can be seen that Eq. (3.14) contains two terms. The first, 1/D, is the ideal conversion ratio, with
R = 0. The second term, 1/(1 + R /D’2R) describes the effect of the inductor winding resistance. If R, is
much less than D'?R, then the second term is approximately equal to unity and the conversion ratio is
approximately equal to the ideal value 1/D’. However, as R, is increased in relation to D'?R, then the sec-
ond term is reduced in value, and V/V, is reduced as well. _

As the duty cycle D approaches one, the inductor winding resistance R, causes a major qualita-
tive change in the V/V, curve. Rather than approaching infinity at D = 1, the curve tends to zero. Of
course, it is unreasonable to expect that the converter can produce infinite voltage, and it should be com-
forting to the engineer that the prediction of the model is now more realistic. What happens at D = 1 is
that the switch is always in position 1. The inductor is never connected to the output, so no energy is
transferred to the output and the output voltage tends to zero. The inductor current tends to a large value,
limited only by the inductor resistance R,. A large amount of power is lost in the inductor winding resis-
tance, equal toV, /RL, while no power is delivered to the load; hence, we can expect that the converter
efficiency tends to zero at D = L.

Another implication of Fig. 3.9 is that the inductor winding resistance R, limits the maximum
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Fig. 3.9 Output voltage vs. duty cycle, boost converter with inductor copper loss.

voltage that the converter can produce. For example, with R, /R = 0.02, it can be seen that the maximum
VIV, is approximately 3.5. If it is desired to obtain V/V, =5, then according to Fig. 3.9 the inductor wind-
ing resistance R, must be reduced to less than 1% of the load resistance R. The only problem is that
decreasing the inductor winding resistance requires building a larger, heavier, more expensive inductor.
So it is usually important to optimize the design, by correctly modeling the effects of loss elements such
as R;, and choosing the smallest inductor that will do the job. We now have the analytical tools needed to
do this.

33 CONSTRUCTION OF EQUIVALENT CIRCUIT MODEL

Next, let us refine the dc transformer model, to account for converter losses. This will allow us to deter-
mine the converter voltages, currents, and efficiency using well-known techniques of circuit analysis.

In the previous section, we used the principles of inductor volt-second balance and capacitor
charge balance to write Eqs. (3.11) and (3.13), repeated here:

<VL>:0=vgﬁ15L—D'v (3.15)

(ic>:0=D'1—F
These equations state that the dc components of the inductor voltage and capacitor current are equal to
zero. Rather than algebraically solving the equations as in the previous section, we can reconstruct a cir-
cuit model based on these equations, which describes the dc behavior of the boost converter with induc-
tor copper loss. This is done by constructing a circuit whose Kirchoff loop and node equations are
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L
Fig. 3.10 Circuit whose loop equation is identical to SRR
Eq. (3.16), obtained by equating the average inductor voltage + (vL)—

{v, ) to zero. =

L O /D

identical to Egs. (3.15).

3.3.1 Inductor Voltage Equation

{(v,)=0=V,~IR,~DV
(3.16)
This equation was derived by use of Kirchoff’s voltage law to find the inductor voltage during each sub-
interval. The results were averaged and set to zero. Equation (3.16) states that the sum of three terms hav-
ing the dimensions of voltage are equal to (v, ), or zero. Hence, Eq. (3.16) is of the same form as a loop
equation; in particular, it describes the dc components of the voltages around a loop containing the
inductor, with loop current equal to the dc inductor current 1.

So let us construct a circuit containing a loop with current I, corresponding to Eq. (3.16). The
first term in Eq. (3.16) is the dc input voltage V,, so we should include a voltage source of value V, as
shown in Fig. 3.10. The second term is a voltage drop of value IR,, which is proportional to the current /
in the loop. This term corresponds to a resistance of value R;. The third term is a voltage D'V, dependent
on the converter output voltage. For now, we can model this term using a dependent voltage source, with
polarity chosen to satisfy Eq. (3.16).

3.3.2  Capacitor Current Equation

(ic)=0=D1-% @17
This equation was derived using Kirchoft’s current law to find the capacitor current during each subinter-
val. The results were averaged, and the average capacitor current was set to zero.

Equation (3.17) states that the sum of two dc currents are equal to (i), or zero. Hence, Eq.
(3.17) is of the same form as a node equation; in particular, it describes the dc components of currents

Node

5 V/R

+

Fig. 3.11 Circuit whose node equation is identical to Eq. (3.17),
obtained by equating the average capacitor current (ic> to zero. @ C) ‘

DI D:I C::::: V. SR

|
1
1
]
1
1
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Fig. 3.12 The circuits of Figs. 3.10 and 3.11, drawn together.
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Fig. 3.13 Equivalent circuit model of the boost converter, including a D":1 de transformer and the inductor wind-
ing resistance R, .

flowing into a node connected to the capacitor. The dc capacitor voltage is V.

So now let us construct a circuit containing a node connected to the capacitor, as in Fig. 3.11,
whose node equation satisfies Eq. (3.17). The second term in Eq. (3.17) is a current of magnitude V/R,
proportional to the dc capacitor voltage V. This term corresponds to a resistor of value R, connected in
parallel with the capacitor so that its voltage is V and hence its current is V/R. The first term is a current
D’I, dependent on the dc inductor current /. For now, we can model this term using a dependent current
source as shown. The polarity of the source is chosen to satisfy Eq. (3.17).

3.3.3  Complete Circuit Model

The next step is to combine the circuits of Figs. 3.10 and 3.11 into a single circuit, as in Fig. 3.12. This
circuit can be further simplified by recognizing that the dependent voltage and current sources constitute
an ideal dc transformer, as discussed in Section 3.1. The D’V dependent voltage source depends on V, the
voltage across the dependent current source. Likewise, the D'l dependent current source depends on 1,
the current flowing through the dependent voltage source. In each case, the coefficient is D’. Hence, the
dependent sources form a circuit similar to Fig. 3.2; the fact that the voltage source appears on the pri-
mary rather than the secondary side is irrelevant, owing to the symmetry of the transformer. They are
therefore equivalent to the dc transformer model of Fig. 3.3, with tumns ratio D":1. Substitution of the
ideal dc transformer model for the dependent sources yields the equivalent circuit of Fig. 3.13.

The equivalent circuit mode! can now be manipulated and solved to find the converter voltages
and currents. For example, we can eliminate the transformer by referring the V, voltage source and R,
resistance to the secondary side. As shown in Fig. 3.14, the voltage source value is divided by the effec-
tive turns ratio D', and the resistance R, is divided by the square of the turns ratio, D'?. This circuit can be
solved directly for the output voltage V, using the voltage divider formula:



48 Steady-State Equivalent Circuit Modeling, Losses, and Efficiency

12
R, /D
DV'] 4% T
Fig. 3.14 Simplification of the equivalent circuit of
Fig. 3.13, by referring all elements to the secondary '
side of the transformer. Vg/ D |4 5 R
1% %
_'8_R _"s 1
=D R, D R, (3.18)
R+—% I+—
D' D'“R

This result is identical to Eq. (3.14). The circuit can also be solved directly for the inductor current 7, by
referring all elements to the transformer primary side. The result is:

14 1
1=t =t 1 (3.19)
D’R+R, D°R , R ‘
DR

3.34 Efficiency

The equivalent circuit model also allows us to compute the converter efficiency 1. Figure 3.13 predicts
that the converter input power is

P,=(V D) (3.20)

The load current is equal to the current in the secondary of the ideal dc transformer, or D’I. Hence, the
model predicts that the converter output power is

P=W) @D (321
Therefore, the converter efficiency is

P _NDD _ v,y 32
Ul R ATy Bl 22

Substitution of Eq. (3.18) into Eq. (3.22) to eliminate V yields

1
=%, (3.23)

1+
DR

This equation is plotted in Fig. 3.15, for several values of R,/R. It can be seen from Eq. (3.23) that, to
obtain high efficiency, the inductor winding resistance R; should be much smaller that DR, the load
resistance referred to the primary side of the ideal dc transformer. This is easier to do at low duty cycle,
where D’ is close to unity, than at high duty cycle where D’ approaches zero. It can be seen from Fig.
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Fig. 3.15 Efficiency vs. duty cycle, boost converter with inductor copper loss.

3.15 that the efficiency is typically high at low duty cycles, but decreases rapidly to zero near D = 1.

Thus, the basic dc transformer model can be refined to include other effects, such as the induc-
tor copper loss. The model describes the basic properties of the converter, including (a) transformation of
de voltage and current levels, (b) second-order effects such as power losses, and (c) the conversion ratio
M. The model can be solved to find not only the output voltage V, but also the inductor current I and the
efficiency 1. All of the well-known techniques of circuit analysis can be employed to solve the model,
making this a powerful and versatile approach.

The example considered so far is a relatively simple one, in which there is only a single loss ele-
ment, R,. Of course, real converters are considerably more complicated, and contain a large number of
loss elements. When solving a complicated circuit to find the output voltage and efficiency, it behooves
the engineer to use the simplest and most physically meaningful method possible. Writing a large num-
ber of simultaneous loop or node equations is not the best approach, because its solution typically
requires several pages of algebra, and the engineer usually makes algebra mistakes along the way. The
practicing engineer often gives up before finding the correct solution. The equivalent circuit approach
avoids this situation, because one can simplify the circuit via well-known circuit manipulations such as
pushing the circuit elements to the secondary side of the transformer. Often the answer can then be writ-
ten by inspection, using the voltage divider rule or other formulas. The engineer develops confidence that
the result is correct, and does not contain algebra mistakes.
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Fig. 3.16 Buck converter example. + v, -

34 HOW TO OBTAIN THE INPUT PORT OF THE MODEL

Let’s try to derive the model of the buck converter of Fig: 3.16, using the procedure of Section 3.3: The
inductor winding resistance is again modeled by a series resistor R, .
The average inductor voltage can be shown to be

{(v,)=0=DV,~I,R, -V, G249

This equation describes a loop with the dc inductor current I;. The dc components of the voltages around
this loop are: (i) the DV, term, modeled as a dependent voltage source, (ii) a voltage drop [, R;, modeled
as resistor R;, and (iii) the dc output voltage V.

The average capacitor current is

<iC>=0=1L_& (3.25)

This equation describes the dc currents flowing into the node connected to the capacitor. The dc compo-
nent of inductor current, I, flows into this node. The dc load current V./R (i.e., the current flowing
through the load resistor R) flows out of this node. An equivalent circuit that models Egs. (3.24) and
(3.25) is given in Fig. 3.17. This circuit can be solved to determine the dc output voltage V..

What happened to the dc transformer in Fig. 3.17? We expect the buck converter model to con-
tain a dc transformer, with turns ratio equal to the dc conversion ratio, or 1:D. According to Fig. 3.2, the
secondary of this transformer is equivalent to a dependent voltage source, of value DV,. Such a source
does indeed appear in Fig. 3.17. But where is the primary? From Fig. 3.2, we expect the primary of the
dc transformer to be equivalent to a dependent current source. In general, to derive this source, it is nec-
essary to find the dc component of the converter input current i(r).

The converter input current waveform i,(r) is sketched in Fig. 3.18. When the switch is in posi-
tion 1, .(7) is equal to the inductor current. Neglecting the inductor current ripple, we have i (1) = 1.
When the switch is in position 2, i ,(7) is zero. The dc component, or average value, of i (1) is

RN

+ <VL> -

=0 .
Dv, E,——-I C D Ve SR
I, !

Fig. 3.17 Equivalent circuit derived from
Egs. (3.24) and (3.25).
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i(0) 4
Sl (=1
Fig.  3.18 Converter input current —
waveform i g(t).

area =

DT, I,

Fig. 3.19 Converter input port dc equivalent circuit.

Fig. 3.20 The circuits of Figs. 3.17 and ’ +
3.19, drawn together. '

%’\(
—
)
L A5

Fig. 3.21 Equivalent circuit of the buck +
converter, including a 1:D dc transformer

and the inductor winding resistance K, . Vg (t) g_% v, 5 R

T.Y
I,= % fO i(Hydt=DI, (3.26)

The integral of { () is equal to the area under the { () curve, or DT J; according to Fig. 3.18. The dc com-
ponent I, is therefore (DT J,)/T, = DI,. Equation (3.26) states that [, the dc component of current drawn
by the converter out of the V, source, is equal to DI;. An equivalent circuit is given in Fig. 3.19.

A complete model for the buck converter can now be obtained by combining Figs. 3.17 and
3.19 to obtain Fig. 3.20. The dependent current and voltage sources can be combined into a dc trans-
former, since the DV, dependent voltage source has value D times the voltage V, across the dependent
current source, and the current source is the same constant D times the current /; through the dependent
voltage source. So, according to Fig. 3.2, the sources are equivalent to a dc transformer with turns ratio
1:D, as shown in Fig. 3.21.

In general, to obtain a complete dc equivalent circuit that models the converter input port, it is
necessary to write an equation for the dc component of the converter input current. An equivalent circuit
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corresponding to this equation is then constructed. In the case of the buck converter, as well as in other
converters having pulsating input currents, this equivalent circuit contains a dependent current source
which becomes the primary of a dc transformer model. In the boost converter example of Section 3.3, it
was unnecessary to explicitly write this equation, because the input current i (¢) coincided with the
inductor current i(z), and hence a complete equivalent circuit could be derived using only the inductor
voltage and capacitor current equations.

3.5 EXAMPLE: INCLUSION OF SEMICONDUCTOR CONDUCTION LOSSES IN THE
BOOST CONVERTER MODEL

As a final example, let us consider modeling semiconductor conduction losses in the boost converter of
Fig. 3.22. Another major source of power loss is the conduction loss due to semiconductor device for-
ward voltage drops. The forward voltage of a metal oxide semiconductor field-effect transistor (MOS-
FET) or bipolar junction transistor (BJT) can be modeled with reasonable accuracy as an on-resistance
R, In the case of a diode, insulated-gate bipolar transistor (IGBT), or thyristor, a voltage source plus an
on-resistance yields a model of good accuracy; the on-resistance may be omitted if the converter is being
modeled at a single operating point.

When the gate drive signal is high, the MOSFET turns on and the diode is reverse-biased. The
circuit then reduces to Fig. 3.23(a). In the conducting state, the MOSFET is modeled by the on-resistance
R,,. The inductor winding resistance is again represented as in Fig. 3.5. The inductor voltage and capaci-
tor current are given by

v(t)= Vg~ iR, ~iR, = V,~ IR, ~IR,, a2

The inductor current and capacitor voltage have again been approximated by their dc components.

When the gate drive signal is low, the MOSFET turns off. The diode becomes forward-biased
by the inductor current, and the circuit reduces to Fig. 3.23(b). In the conducting state, the diode is mod-
eled in this example by voltage source V,, and resistance R;,. The inductor winding resistance is again
modeled by resistance R,. The inductor voltage and capacitor current for this subinterval are

vi(t)=V,— iR, ~Vp—iRy—v=V,~ IR~ Vp~ IRy~ V

1%

(3.28)
i&):i-%:l-F

The inductor voltage and capacitor current waveforms are sketched in Fig. 3.24.

i L

q ;

. - o ,
v, (j) :l—ECi CC—I_ RS v

Fig. 3.22 Boost converter example.
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€Y
4
1%
(b)
+
1%

Fig. 3.23 Boost converter circuits: (a) when MOSFET conducts, (b) when diode conducts.
The dc component of the inductor voltage is given by
(v1)=D(V,~ IR = IR,,) + D'(Vg —IR,~Vp—IRp-V]=0 (3.29)
By collecting terms and noting that D + D’ = 1, one obtains
V,~IR,~IDR,,~ D'V~ IDR,~DV =0 (3.30)

This equation describes the dc components of the voltages around a loop containing the inductor, with
loop current equal to the dc inductor current /. An equivalent circuit is given in Fig. 3.25.

VL(Z) A
Vg —-IR, - IR,
“ DT, >| DT >
Fig. 3.24 Inductor voltage v, (z) and by
capacitor current i-(f) waveforms, for
the converter of Fig. 3.22. Vg — IRL — VD — [RD V4
i)

4
I1-V/R

-V/R
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DV

R D DR,
Fig. 325 Equivalent circuit )y w
corresponding to Eq. (3.30). + IR -t IDR +IDR), -
@ E] D'V
V/R
m >
Fig. 3.26 Equivalent circuit
corresponding to Eq. (3.32).
DI D] v SR
The dc component of the capacitor current is
<ic>=D( %)+D'(I X):o (331
Upon collecting terms, one obtains
g V2 3.32
DI-5=0 (332

This equation describes the dc components of the currents flowing into a node connected to the capacitor,
with dc capacitor voltage equal to V. An equivalent circuit is given in Fig. 3.26.

The two circuits are drawn together in 3.27. The dependent sources are combined into an ideal
D':1 transformer in Fig. 3.28, yielding the complete dc equivalent circuit model.

Solution of Fig. 3.28 for the output voltage V yields

DR

(3.33)
D?R+R,+DR

V=(%)(Vg—D‘VD) + DR,

on

; pv [+] Eﬂm % ?R

Fig. 3.27 The circuits of Figs. 3.25 and 3.26, drawn together.
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D'V .
L DRUn r\D DRD D:1
+ |
'A% My Y M

Fig. 3.28 Equivalent circuit model of the boost converter of Fig. 3.22, including ideal dc transformer, inductor
winding resistance, and MOSFET and diode conduction losses.

Dividing by V, gives the voltage conversion ratio:

v (;) 1 _PVp 1
V., \D Ve J|| L Rt DR, + DRy (3.39)

DR

It can be seen that the effect of the loss elements V), R, R
ratio below the ideal value (1/D").
The efficiency is given by n = P, /P, From Fig. 3.28, P, =V I and P, = VD'I. Hence,

and R, is to decrease the voltage conversion

on’

n=D VL = § (3.35)
f ( R, +DR,,+ D‘RD)
I+
DR
For high efficiency, we require
VD' =V (336)

D’R> R, + DR,,+ D'R,,

It'may seem strange that the equivalent circuit model of Fig. 3.28 contains effective resistances DR, and
D'Ry,, whose values vary with duty cycle. The reason for this dependence is that the semiconductor on-
resistances are connected in the circuit only when their respective semiconductor devices conduct. For
example, at D = 0, the MOSFET never conducts, and the effective resistance DR, disappears from the
model. These effective resistances correctly model the average power losses in the elements. For
instance, the equivalent circuit predicts that the power loss in the MOSFET on-resistance is IZDRM. In
the actual circuit, the MOSFET conduction loss is R, while the MOSFET conducts, and zero while the
MOSFET is off. Since the MOSFET conducts with duty cycle D, the average conduction loss is DI’R
which coincides with the prediction of the model.

In general, to predict the power loss in a resistor R, we must calculate the root-mean-square cur-
rent I through the resistor, rather than the average current. The average power loss is then given by

rms

1. 2R. Nonetheless, the average model of Fig. 3.28 correctly predicts average power loss, provided that

on’

rms

the inductor current ripple is small. For example, consider the MOSFET conduction loss in the buck con-
verter. The actual transistor current waveform is sketched in Fig. 3.29, for several values of inductor cur-
rent ripple Ai. Case (a) corresponds to use of an infinite inductance L, leading to zero inductor current
ripple. As shown in Table 3.1, the MOSFET conduction loss is then given by I 2R = DI’R,, which

rms ~lon on?
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i(£) 4
Fig. 3.29 Transistor current waveform, for various ® { -21
filter inductor values: (a) with a very large inductor, (c)
such that Ai = 0; (b) with a typical inductor value, 7 b i 117
such that Ai = 0.17; (¢) with a small inductor value, (a)
chosen such that Ai = 1. 0
0 DZ—‘S TY t

agrees exactly with the prediction of the average model. Case (b) is a typical choice of inductance L,
leading to an inductor current ripple of Ai = 0.11. The exact MOSFET conduction loss, calculated using
the rms value of MOSFET current, is then only 0.33% greater than the prediction of the average model.
In the extreme case (c) where Ai = I, the actual conduction loss is 33% greater than that predicted by the
average model. Thus, the dc (average) model correctly predicts losses in the component nonidealities,
even though rms currents are not calculated. The model is accurate provided that the inductor current rip-
ple is small.

Table 3.1 Effect of inductor current ripple on MOSFET conduction loss

Inductor current ripple MOSFET rms current Average power loss in R,
(@) Ai=0 14D DI’R,,
(b) Ai=0.1i (1.00167)1.JD (1.0033)DI’R,,
© Ai=1 (1.155)1./D (13333)DI’R,,

3.6 SUMMARY OF KEY POINTS

1. The dc transformer model represents the primary functions of any dc-dc converter: transformation of dc
voltage and current levels, ideally with 100% efficiency, and control of the conversion ratio M via the duty
cycle D. This model can be easily manipulated and solved using familiar techniques of conventional cir-
cuit analysis.

2. The model can be refined to account for loss elements such as inductor winding resistance and semicon-
ductor on-resistances and forward voltage drops. The refined model predicts the voltages, currents, and
efficiency of practical nonideal converters.

3. In general, the dc equivalent circuit for a converter can be derived from the inductor volt-second balance
and capacitor charge balance equations. Equivalent circuits are constructed whose loop and node equa-
tions coincide with the volt-second and charge balance equations. In converters having a pulsating input
current, an additional equation is needed to model the converter input port; this equation may be obtained
by averaging the converter input current.
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PROBLEMS

3.1 In the buck-boost converter of Fig. 3.30, the inductor has winding resistance R, . All other losses can be
ignored.

(a) Derive an expression for the nonideal voltage conversion ratio V/ Vg.
b) Plot your result of part (a) over the range 0 < D < 1, for R;/R = 0, 0.01, and 0.05.
(c) Derive an expression for the efficiency. Manipulate your expression inte a form similar to Eq.
(3.35)
H _]_ +
v, % L _‘_ SV
Fig. 3.30 Nonideal buck-boost converter, Problems 3.1 and 3.2.

3.2 The inductor in the buck-boost converter of Fig. 3.30 has winding resistance R;. All other losses can be
ignored. Derive an equivalent circuit model for this converter. Your model should explicitly show the
input port of the converter, and should contain two dc transformers.

3.3 In the converter of Fig. 3.31, the inductor has winding resistance R, . All other losses can be ignored. The
switches operate synchronously: each is in position 1 for 0 < ¢ < DT, and in position 2 for DT, <t < T,
(a) Derive an expression for the nonideal voltage conversion ratio V/ Vg.

(b) Plot your result of part (a) over the range 0 < D < 1, for R,/R = 0, 0.01, and 0.05.
(c) Derive an expression for the efficiency. Manipulate your expression into a form similar to Eq.
(3.35)
L
C
1 —_ ¥
Ve T~ + V- TN
2 Ny 1
R
Fig. 3.31 Nonideal current-fed bridge converter, Problems 3.3 and 3.4.
34 The inductor in the converter of Fig. 3.31 has winding resistance R, . All other losses can be ignored.

Problems 57

Derive an equivalent circuit model for this converter.
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Fig. 3.32 Nonideal buck converter, Problem 3.5.

3.5 In the buck converter of Fig. 3.32, the MOSFET has on-resistance R _and the diode forward voltage

drop can be modeled by a constant voltage source V,,. All other losses can be neglected.

(a) Derive a complete equivalent circuit model for this converter.
b) Solve your model to find the output voltage V.

(c) Derive an expression for the efficiency. Manipulate your expression into a form similar to Eq.
(3.35).
3.6 To reduce the switching harmonics present in the input current of a certain buck converter, an input filter

is added as shown in Fig. 3.33. Inductors L, and L, contain winding resistances R, and R, ,, respec-
tively. The MOSFET has on-resistance R, and the diode forward voltage drop can be modeled by a
constant voltage V), plus a resistor Rj,. All other losses can be ignored.

Fig. 3.33 Buck converter with input filter, Problem 3.6.

(a) Derive a complete equivalent circuit model for this circuit.
(b) Solve your model to find the dc output voltage V.

(©) Derive an expression for the efficiency. Manipulate your expression into a form similar to Eq.
(3.35).
3.7 A 1.5V battery is to be used to power a 5 V, 1 A load. It has been decided to use a buck-boost converter

in this application. A suitable transistor is found with an on-resistance of 35 m&2, and a Schottky diode is
found with a forward drop of 0.5 V. The on-resistance of the Schottky diode may be ignored. The power
stage schematic is shown in Fig. 3.34.

0, 1A
- axan i —
v, &L
= 100pH == 5V éLoad
15V 1
+ DT, T, -
f, =40 kiz

Fig. 3.34 Nonideal buck-boost converter powering a 5 V load from a 1.5 V battery, Problem 3.7
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(a)

(b)

©
(d)

(e)

Problems 59

Derive an equivalent circuit that models the dc properties of this converter. Include the transistor
and diode conduction losses, as well as the inductor copper loss, but ignore all other sources of
loss. Your model should correctly describe the converter dc input port.

It is desired that the converter operate with at least 70% efficiency under nominal conditions
(i.e., when the input voltage is 1.5 V and the output is 5 V at 1 A). How large can the inductor
winding resistance be? At what duty cycle will the converter then operate? Note: there is an easy
way and a not-so-easy way to analytically solve this part.

For your design of part (b), compute the power loss in each element.

Plot the converter output voltage and efficiency over the range 0 < D < 1, using the value of
inductor winding resistance which you selected in part (b).

Discuss your plot of part (d). Does it behave as you expect? Explain.

For Problems 3.8 and 3.9, a transistor having an on-resistance of 0.5 € is used. To simplify the problems, you
may neglect all losses other than the transistor conduction loss. You may also neglect the dependence of MOS-
FET on-resistance on rated blocking voltage. These simplifying assumptions reduce the differences between
converters, but do not change the conclusions regarding which converter performs best in the given situations.

It is desired to interface a 500 V dc source to a 400V, 10 A load using a dc-dc converter. Two possible
approaches, using buck and buck-boost converters, are illustrated in Fig. 3.35. Use the assumptions
described above to:

(a)

(b)
(©)

Derive equivalent circuit models for both converters, which model the converter input and out-
put ports as well as the transistor conduction loss.

Determine the duty cycles that cause the converters to operate with the specified conditions.

Compare the transistor conduction losses and efficiencies of the two approaches, and conclude
which converter is better suited to the specified application.

(@) 10A
580\ >

® 10A

Fig. 3.35 Problem 3.8: interfacing a 500 V source to a 400 V load, using (a) a buck converter, (b) a
buck-boost converter.

It is desired to interface a 300 V battery to 2 400 V, 10 A load using a dc-dc converter. Two possible
approaches, using boost and buck-boost converters, are illustrated in Fig. 3.36. Using the assumptions
described above (before Problem 3.8), determine the efficiency and power loss of each approach. Which
converter is better for this application?
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3.10

3.11

Steady-State Equivalent Circuit Modeling, Losses, and Efficiency

(®) 10A
. ST P —
300V = —| E == < 40V
(b) 10A
- 31 i —
300V — T —— 400V
= ] = =
+ —

Fig. 3.36 Problem 3.9: interfacing a 300 V battery to a 400 V load, using: (a) a boost converter, (b) a
buck-boost converter.

A buck converter is operated from the rectified 230 V ac mains, such that the converter dc input voltage
is

V, =325V £20%
A control circuit automatically adjusts the converter duty cycle D, to maintain a constant dc output volt-
age of V=240V dc. The dc load current [ can vary over a 10:1 range:

I0A<I<1IA
The MOSFET has an on-resistance of 0.8 £2. The diode conduction loss can be modeled by a 0.7 V
source in series with a 0.2 €2 resistor. All other losses can be neglected.
(a) Derive an equivalent circuit that models the converter input and output ports, as well as the loss

elements described above.
®) Given the range of variation of Vg and I described above, over what range will the duty cycle
‘ vary?

(c) At what operating point (i.e., at what value of V, and 1) is the converter power loss the largest?
What is the value of the efficiency at this operating point?

In the Cuk converter of Fig. 3.37, the MOSFET has on-resistance R, and the diode has a constant for-
ward voltage drop V,. All other losses can be neglected.

Ll I L2
ki I +

|
i
¢

v, Cj) ——lE 0, D, == RSV

Fig. 3.37 Cuk converter, Problem 3.11.

(a) Derive an equivalent circuit model for this converter. Suggestion: if you don’t know how to han-
dle some of the terms in your dc equations, then temporarily leave them as dependent sources. A
more physical representation of these terms may become apparent once dc transformers are
incorporated into the model.
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(b) Derive analytical expressions for the converter output voltage and for the efficiency.
(c) For V=0, plot V/Vg vs. D over the range 0 < D < 1, for (i) R, /R = 0.01, and (i) R, /R = 0.05.

(d) For V;, = 0, plot the converter efficiency over the range 0 < D < 1, for (i) R, /R = 0.01, and (i)
R, /R=0.05.
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Switch Realization

‘We have seen in previous chapters that the switching elements of the buck, boost, and several other de-dc
converters can be implemented using a transistor and diode. One might wonder why this is so, and how
to realize semiconductor switches in general. These are worthwhile questions to ask, and switch imple-
mentation can depend on the power processing function being performed. The switches of inverters and
cycloconverters require more complicated implementations than those of de-dc converters. Also, the way
in which a semiconductor switch is implemented can alter the behavior of a converter in ways not pre-
dicted by the ideal-switch analysis of the previous chapters—an example is the discontinuous conduction
mode treated in the next chapter. The realization of switches using transistors and diodes is the subject of
this chapter.

Semiconductor power devices behave as single-pole single-throw 1
(SPST) switches, represented ideally in Fig. 4.1. So, although we often draw
converter schematics using ideal single-pole double-throw (SPDT) switches as +
in Fig. 4.2(a), the schematic of Fig. 4.2(b) containing SPST switches is more
realistic. The realization of a SPDT switch using two SPST switches is not as
trivial as it might at first seem, because Fig. 4.2(a) and 4.2(b) are not exactly -
equivalent. It is possible for both SPST switches to be simultaneously in the on
state or in the off state, leading to behavior not predicted by the SPDT switch 0
of Fig. 4.2(a). In addition, it is possible for the switch state to depend on the  pig, 4.1 SPST switch,
applied voltage or current waveforms—a familiar example is the diode. Indeed,  with defined voltage and
it is common for these phenomena to occur in converters operating at light current polarities.
load, or occasionally at heavy load, leading to the discontinuous conduction
mode previously mentioned. The converter properties are then significantly modified.

How an ideal switch can be realized using semiconductor devices depends on the polarity of the
voltage that the devices must block in the off state, and on the polarity of the current that the devices
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must conduct in the on state. For example, in the de—dc buck converter of Fig. 4.2(b), switch A must
block positive voltage Vg when in the off state, and must conduct positive current i, when in the on state.
If, for all intended converter operating points, the current and blocking voltage lie in a single quadrant of
the plane as illustrated in Fig. 4.3, then the switch can be implemented in a simple manner using a tran-
sistor or a diode. Use of single-quadrant switches is common in dc—dc converters. Their operation is dis-
cussed briefly here.

In inverter circuits, two-quadrant switches are
required. The output current is ac, and hence is some-
times positive and sometimes negative. If this current
flows through the switch, then its current is ac, and the
semiconductor switch realization is more complicated.
A two-quadrant SPST switch can be realized using a
transistor and diode. The dual case also sometimes - — »
occurs, in which the switch current is always positive, off \E.I'[\L-];\L“'.l:l;,:s
but the blocking voltage is ac. This type of two-quadrant )
switch can be constructed using a different arrangement
of a transistor and diode. Cycloconverters generally
require four-quadrant switches, which are capable of
blocking ac voltages and conducting ac currents. Real-
izations of these elements are also discussed in this Fig, 4.3 A single-quadrant switch is capable of
chapter. conducting currents of a single polarity, and of

Next, the synchronous rectifier is examined. blocking voltages of a single polarity.

The reverse-conducting capability of the metal oxide

semiconductor field-effect transistor (MOSFET) allows it to be used where a diode would normally be
required. If the MOSFET on-resistance is sufficiently small, then its conduction loss is less than that
obtained using a diode. Synchronous rectifiers are sometimes used in low-voltage high-current applica-
tions to obtain improved efficiency. Several basic references treating single-, two-, and four-quadrant

on
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switches are listed at the end of this chapter [1-8].

Several power semiconductor devices are briefly discussed in Section 4.2. Majority-carrier
devices, including the MOSFET and Schottky diode, exhibit very fast switching times, and hence are
preferred when the off state voltage levels are not too high. Minority-carrier devices, including the bipo-
lar junction transistor (BJT), insulated-gate bipolar transistor (IGBT), and thyristors [gate turn-off (GTO)
and MOS-controlled thyristor (MCT)] exhibit high breakdown voltages with low forward voltage drops,
at the expense of reduced switching speed.

Having realized the switches using semiconductor devices, switching loss can next be dis-
cussed. There are a number of mechanisms that cause energy to be lost during the switching transitions
[11]. When a transistor drives a clamped inductive load, it experiences high instantaneous power loss
during the switching transitions. Diode stored charge further increases this loss, during the transistor
turn-on transition. Energy stored in certain parasitic capacitances and inductances is lost during switch-
ing. Parasitic ringing, which decays before the end of the switching period, also indicates the presence of
switching loss. Switching loss increases directly with switching frequency, and imposes a maximum
limit on the operating frequencies of practical converters.

4.1 SWITCH APPLICATIONS
4.1.1  Single-Quadrant Switches

The ideal SPST switch is illustrated in Fig. 4.1. The switch contains power terminals 1 and 0, with cur-
rent and voltage polarities defined as shown. In the on state, the voltage v is zero, while the current i is
zero in the off state. There is sometimes a third terminal C, where a control signal is applied. Distinguish-
ing features of the SPST switch include the control method (active vs. passive) and the region of the i—v
plane in which they can operate.

A passive switch does not contain a (a) (b) i4
control terminal C. The state of the switch is '
determined by the waveforms i(x) and v(z) |
applied to terminals 0 and 1. The most common
example is the diode, illustrated in Fig. 4.4. The ! )
ideal diode requires that v(r) < 0 and i(¥) = 0. The y W e il
diode is off (i = 0) when v < 0, and is on (v = 0)
when i > 0. It can block negative voltage but not
positive voltage. A passive SPST switch can be 0
realized using a diode provided that the intended
operating points [i.e., the values of v(¢) and i(y)
when the switch is in the on and off states] lie on
the diode characteristic of Fig. 4.4(b).

The conducting state of an active
switch is determined by the signal applied to the control terminal C. The state does not directly depend
on the waveforms v(7) and i(¢) applied to terminals 0 and 1. The BJT, MOSFET, IGBT, GTO, and MCT
are examples of active switches. Idealized characteristics i(¢) vs. v(¢) for the BIT and IGBT are sketched
in Fig. 4.5. When the control terminal causes the transistor to be in the off state; i = 0 and the device is
capable of blocking positive voltage: v 2 0. When the control terminal causes the transistor to be in the on
state, v = 0 and the device is capable of conducting positive current: i > 0. The reverse-conducting and

i on

Fig. 44 Diode symbol (a), and its ideal characteristic (b).
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reverse-blocking characteristics of the BJT and IGBT are poor or nonexistent, and have essentially no
application in the power converter area. The power MOSFET (Fig. 4.6) has similar characteristics,
except that it is able to conduct current in the reverse direction. With one notable exception (the synchro-
nous rectifier discussed later), the MOSFET is normally operated with i > 0, in the same manner as the
BJT and IGBT. So an active SPST switch can be realized using a BJT, IGBT, or MOSFET, provided that
the intended operating points lie on the transistor characteristic of Fig. 4.5(b).

To determine how to implement an SPST switch using a transistor or diode, one compares the
switch operating points with the i~v characteristics of Figs. 4.4(b), 4.5(b), and 4.6(b). For example, when
it is intended that the SPDT switch of Fig. 4.2(a) be in position 1, SPST switch A of Fig. 4.2(b) is closed,
and SPST switch B is opened. Switch A then conducts the positive inductor current, i, = i;, and switch B
must block negative voltage, vy =~V,. These switch operating points are illustrated in Fig. 4.7. Likewise,
when it is intended that the SPDT switch of Fig. 4.2(a) be in position 2, then SPST switch A is opened
and switch B is closed. Switch B then conducts the positive inductor current, iy = i;, while switch A
blocks positive voltage, v, = V.

By comparison of the switch A operating points of Fig. 4.7(a) with Figs. 4.5(b) and 4.6(b), it can
be seen that a transistor (BJT, IGBT, or MOSFET) could be used, since switch A must block positive
voltage and conduct positive current. Likewise, comparison of Fig. 4.7(b) with Fig. 4.4(b) reveals that
switch B can be implemented using a diode, since switch B must block negative voltage and conduct pos-
itive current. Hence a valid switch realization is given in Fig. 4.8.
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Fig. 4.7 Operating points of switch A, (a), and switch B, (b), in the buck converter of Fig. 4.2(b).

Figure 4.8 is an example of a single-quadrant switch realization: the devices are capable of con-
ducting current of only one polarity, and blocking voltage of only one polarity. When the controller turns
the transistor on, the diode becomes reverse-biased since vy = -V,. It is required that V, be positive; oth-
erwise, the diode will be forward-biased. The transistor conducts current #;. This current should also be
positive, so that the transistor conducts in the forward direction.

When the controller turns the transistor off, the diode must turn on so that the inductor current
can continue to flow. Turning the transistor off causes the inductor current i,(¢) to decrease. Since
v, () = L di,(t)/d, the inductor voltage becomes sufficiently negative to forward-bias the diode, and the
diode turns on. Diodes that operate in this manner are sometimes called freewheeling diodes. 1t is
required that i, be positive; otherwise, the diode cannot be forward-biased since i; = i;. The transistor
blocks voltage V,; this voltage should be positive to avoid operating the transistor in the reverse blocking
mode.

. v )
iy + A L lL([)
b 560 —p

T e
Ve (i-> Vg -

I
N,

Fig. 4.8 Implementation of the SPST switches of Fig. 4.2(b) using a transistor and diode.

4.1.2  Current-Bidirectional Two-Quadrant Switches

In any number of applications such as dc-ac inverters and servo amplifiers, it is required that the switch-
ing elements conduct currents of both polarities, but block only positive voltages. A current-bidirectional
two-quadrant SPST switch of this type can be realized using a transistor and diode, connected in an anti-
parallel manner as in Fig. 4.9.

The MOSFET of Fig. 4.6 is also a two-quadrant switch. However, it should be noted here that
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g
practical power MOSFETSs inherently contain a built-in diode, often called the body diode, as illustrated
in Fig. 4.10. The switching speed of the body diode is much slower than that of the MOSFET. If the body
diode is allowed to conduct, then high peak currents can occur during the diode turn-off transition. Most
MOSFETs are not rated to handle these currents, and device failure can occur. To avoid this situation,
external series and antiparallel diodes can be added as in Fig. 4.10(b). Power MOSFETSs can be specifi-
cally designed to have a fast-recovery body diode, and to operate reliably when the body diode is allowed
to conduct the rated MOSFET current. However, the switching speed of such body diodes is still some-
what slow, and significant switching loss due to diode stored charge (discussed later in this chapter) can
occur.

@ ®

A SPDT current-bidirectional two-quadrant switch can again be derived using two SPST
switches as in Fig. 4.2(b). An example is given in Fig. 4.11. This converter operates from positive and
negative dc supplies, and can produce an ac output voltage v(#) having either polarity. Transistor Q, is
driven with the complement of the Q, drive signal, so that @, conducts during the first subinterval
0 <1< DT, and Q, conducts during the second subinterval DT, <t < T,

It can be seen from Fig. 4.11 that the switches must block voltage 2V,. It is required that V, be
positive; otherwise, diodes D, and D, will conduct simultaneously, shorting out the source.

It can be shown via inductor volt-second balance that

vo= (2D -1}V, .1

This equation is plotted in Fig. 4.12. The converter output voltage v, is positive for D > 0.5, and negative
for D < 0.5. By sinusoidal variation of the duty cycle,
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D(f) = 0.5 + D, sin(wr) 42)

with D, being a constant less that 0.5, the output voltage becomes sinusoidal. Hence this converter could
be used as a dc—ac inverter.
The load current is given by v/R; in equilibrium, this current coincides with the inductor cur-
rent i
L7

i,="=(2D-1) VW “3)
The switches must conduct this current. So the switch current is also positive when D > 0.5, and negative
when D < 0.5. With high-frequency duty cycle variations, the L-C filter may introduce a phase lag into
the inductor current waveform, but it is nonetheless true that switch currents of both polarities occur. So
the switch must operate in two quadrants of the plane, as illustrated in Fig. 4.13. When i, is positive, 0,
and D, alternately conduct. When i i, is negative, O, and D, alternately conduct.

A well-known dc-3gac inverter circuit, the voltage -source inverter (VSI), operates in a similar
manner. As illustrated in Fig. 4.14, the VSI contains three two-quadrant SPDT switches, one per phase.
These switches block the dc input voltage v, and must conduct the output ac phase currents i, i,, and i,,

v
0
Fig. 4.12 Output voltage vs. duty cycle, for the
inverter of Fig. 4.11. This converter can produce Vg
both positive and negative output voltages.

y O

0.5 1
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Fig. 4.13 The switches in the inverter of Fig. 4.11 must be
capable of conducting both positive and negative current, but
need block only positive voltage.
— - >
Switch
C slate
voltage
} 3 ,G l.ﬂ - v
+ FN >
Q) T
—————a T \—
} } lt

Fig. 4.14 The dc-3pac voltage-source inverter requires two-quadrant switches.

respectively.

Another current-bidirectional two-quadrant switch example is the bidirectional battery
charger/discharger illustrated in Fig. 4.15. This converter can be used, for example, to interface a battery
to the main power bus of a spacecraft. Both the dc bus voltage v, and the battery voltage v, are always
positive. The semiconductor switch elements block positive voltage v, .. When the battery is being
charged, i, is positive, and @, and D, alternately conduct current. When the battery is being discharged,
i, is negative, and Q, and D, alternately conduct. Although this is a de—dc converter, it requires. two-
quadrant switches because the power can flow in either direction.

: A_rt. +
Q,

Vius -,
Spacecraft - A D -
main power bus 0,

Vus > Voart

Fig. 4.15 Bidirectional battery charger/discharger, based on the dc-dc buck converter.
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4.1.3  Voltage-Bidirectional Two-Quadrant Switches

Another type of two-quadrant switch, having the voltage-bidirectional properties illustrated in Fig. 4.16,
is sometimes required. In applications where the switches must block both positive and negative volt-
ages, but conduct only positive current, an SPST switch can be constructed using a series-connected tran-
sistor and diode as in Fig. 4.17. When it is intended that the switch be in the off state, the controller turns
the transistor off. The diode then blocks negative voltage, and the transistor blocks positive voltage. The
series connection can block negative voltages up to the diode voltage rating, and positive voltages up to
the transistor voltage rating. The silicon-controlled rectifier is another example of a voltage-bidirectional
two-quadrant switch.

A converter that requires this type of two-quadrant switch is the dc-3gac buck-boost inverter
shown in Fig. 4.18 [4]. If the converter functions in inverter mode, so that the inductor current i,(f) is
always positive, then all switches conduct only positive current. But the switches must block the output
ac line-to-line voltages, which are sometimes positive and sometimes negative. Hence voltage-bidirec-
tional two-quadrant switches are required.
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Fig. 4.18 Dc-3gac buck-boost inverter.

4.14  Four-Quadrant Switches

The most general type of switch is the four-quadrant switch,
capable of conducting currents of either polarity and block-
ing voltages of either polarity, as in Fig. 4.19. There are sev-
eral ways of constructing a four-quadrant switch. As
illustrated in Fig. 4.20(b), two current-bidirectional two-
quadrant switches described in Section 4.1.2 can be con-
nected back-to-back. The transistors are driven on and off
simultaneously. Another approach is the antiparallel connec-
tion of two voltage-bidirectional two-quadrant switches
described in Section 4.1.3, as in Fig. 4.20(a). A third
approach, using only one transistor but additional diodes, is
given in Fig. 4.20(c).

Cycloconverters are a class of converters requiring
four-quadrant switches. For example, a 3gac-to-3gac matrix

Switch
on state 4
current I

Switch
ofl state

voltage

converter is illustrated in Fig. 4.21. Each of the nine SPST Fig. 4.19 A four-quadrant switch can con-
switches is realized using one of the semiconductor networks duct €ither polarity of current, and can block

of Fig. 4.20. With proper control of the switches, this con-
verter can produce a three-phase output of variable fre-

(@) 1 ®
Fig. 4.20 Three ways of i
implementing a four-quadrant
SPST switch.

either polarity of voltage.

1 (©)
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Fig. 4.21 A 3gac-3gac matrix converter, which requires nine SPST four-quadrant switches.

quency and voltage, from a given three-phase ac input. Note that there are no dc signals in this converter:
all of the input and output voltages and currents are ac, and hence four-quadrant switches are necessary.

4.1.5 Synchronous Rectifiers

The ability of the MOSFET channel to conduct current in the reverse direction makes it possible to
employ a MOSFET where a diode would otherwise be required. When the MOSFET is connected as in
Fig. 4.22(a) [note that the source and drain connections are reversed from the connections of Fig. 4.6(a)],
the characteristics of Fig. 4.22(b) are obtained. The device can now block negative voltage and conduct
positive current, with properties similar to those of the diode in Fig. 4.4. The MOSFET must be con-
trolled such that it operates in the on state when the diode would normally conduct, and in the off state
when the diode would be reverse-biased.

Thus, we could replace the diode in the buck converter of Fig. 4.8 with a MOSFET, as in Fig.
4.23. The BJT has also been replaced with a MOSFET in the figure. MOSFET Q, is driven with the com-
plement of the Q, control signal.

The trend in computer power supplies is reduction of output voltage levels, from SV to 3.3V
and lower. As the output voltage is reduced, the diode conduction loss increases; in consequence, the
diode conduction loss is easily the largest source of power loss in a 3.3 V power supply. Unfortunately,
the diode junction contact potential limits what can be done to reduce the forward voltage drop of diodes.
Schottky diodes having reduced junction potential can be employed; nonetheless, low-voltage power

(a) (b)

Fig. 4.22 Power MOSFET connected as I O i
a synchronous rectifier, (a), and its ideal- i Hadet el i

ized switch characteristics, (b). C off
0—| v i




74 Switch Realization

iil +VA B L iLg)
0, === i
\% + ;-I_ B ]
O “dRr T s
0 iy

Fig. 4.23 Buck converter, implemented using a synchronous rectifier.

supplies containing diodes that conduct the output current must have low efficiency.

A solution is to replace the diodes with MOSFETSs operated as synchronous rectifiers. The con-
duction loss of a MOSFET having on-resistance R, and operated with rms current is I, , is IrmszRon.
The on-resistance can be decreased by use of a larger MOSFET. So the conduction loss can be reduced
as low as desired, if one is willing to pay for a sufficiently large device. Synchronous rectifiers find wide-

spread use in low-voltage power supplies.

4.2 A BRIEF SURVEY OF POWER SEMICONDUCTOR DEVICES

The most fundamental challenge in power semiconductor design is obtaining a high breakdown voltage,
while maintaining low forward voltage drop and on-resistance. A closely related issue is the longer
switching times of high-voltage low-on-resistance devices. The tradeoff between breakdown voltage,
on-resistance, and switching times is a key distinguishing feature of the various power devices.

The breakdown voliage of a reverse-biased p—n junction and its associated depletion region is a
function of doping level: obtaining a high breakdown voltage requires low doping concentration, and
hence high resistivity, in the material on at least one side of the junction. This high-resistivity region is
usually the dominant contributor to the on-resistance of the device, and hence high-voltage devices must
have higher on-resistance than low-voltage devices. In majority carrier devices, including the MOSFET
and Schottky diode, this accounts for the first-order dependence of on-resistance on rated voltage. How-
ever, minority carrier devices, including the diffused-junction p—n diode, the bipolar junction transistor
(BIT), the insulated-gate bipolar transistor (IGBT), and the thyristor family (SCR, GTO, MCT), exhibit
another phenomenon known as conductivity modulation. When a minority-carrier device operates in the
on state, minority carriers are injected into the lightly doped high-resistivity region by the forward-biased
p-n junction. The resulting high concentration of minority carriers effectively reduces the apparent resis-
tivity of the region, reducing the on-resistance of the device. Hence, minority-carrier devices exhibit
lower on-resistances than comparable majority-carrier devices.

However, the advantage of decreased on-resistance in minority-carrier devices comes with the
disadvantage of decreased switching speed. The conducting state of any semiconductor device is con-
trolled by the presence or absence of key charge quantities within the device, and the turn-on and turn-off
switching times are equal to the times required to insert or remove this controlling charge. Devices oper-
ating with conductivity modulation are controlled by their injected minority carriers. The total amount of
controlling minority charge in minority-carrier devices is much greater than the charge required to con-
trol an equivalent majority-carrier device. Although the mechanisms for inserting and removing the con-
trolling charge of the various devices can differ, it is nonetheless true that, because of their large amounts
of minority charge, minority-carrier devices exhibit switching times that are significantly longer than
those of majority-carrier devices. In consequence, majority-carrier devices find application at lower volt-
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age levels and higher switching frequencies, while the reverse is true of minority-carrier devices.

Modern power devices are fabricated using up-to-date processing techniques. The resulting
small feature size allows construction of highly interdigitated devices, whose unwanted parasitic ele-
ments are less significant. The resulting devices are more rugged and well-behaved than their predeces-
sors.

A detailed description of power semiconductor device physics and switching mechanisms is
beyond the scope of this book. Selected references on power semiconductor devices are listed in the ref-
erence section [9-19].

4.2.1 Power Diodes

As discussed above, the diffused-junction p—n diode contains a lightly doped or intrinsic high-resistivity
region, which allows a high breakdown voltage to be obtained. As illustrated in Fig. 4.24(a), this region
comprises one side of the p—n~ junction (denoted n™); under reverse-biased conditions, essentially all of
the applied voltage appears across the depletion region inside the n~ region. On-state conditions are illus-
trated in Fig. 4.24(b). Holes are injected across the forward-biased junction, and become minority carri-
ers in the n” region. These minority carriers effectively reduce the apparent resistivity of the n” region via
conductivity modulation. Essentially all of the forward current i(¢) is comprised of holes that diffuse
across the p—n region, and then recombine with electrons from the » region.

Typical switching waveforms are itlustrated in Fig. 4.25. The familiar exponential i—v character-
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Fig. 4.25 Diode voltage and
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transition. Interval (6): off state.

istic of the p—» diode is an equilibrium relation. During transients, significant deviations from the expo-
nential characteristic are observed; these deviations are associated with changes in the stored minority
charge. As illustrated in Fig. 4.25, the diode operates in the off state during interval (1), with zero current
and negative voltage. At the beginning of interval (2), the current increases to some positive value. This
current charges the effective capacitance of the reverse-biased diode, supplying charge to the depletion
region and increasing the voltage v(f). Eventually, the voltage becomes positive, and the diode junction
becomes forward-biased. The voltage may rise to a peak value of several volts, or even several tens of
volts, reflecting the somewhat large resistance of the lightly doped »~ region. The forward-biased p—n~
junction continues to inject minority charge into the n™ region. As the total minority charge in the n~
region increases, conductivity modulation of the n™ region causes its effective resistance to decrease, and
hence the forward voltage drop v(¢) also decreases. Eventually, the diode reaches equilibrium, in which
the minority carrier injection rate and recombination rate are equal. During interval (3), the diode oper-
ates in the on state, with forward voltage drop given by the diode static i—v characteristic.

The turn-off transient is initiated at the beginning of interval (4). The diode remains forward-
biased while minority charge is present in the vicinity of the diode p—n~ junction. Reduction of the stored
minority charge can be accomplished either by active means, via negative terminal current, or by passive
means, via recombination. Normally, both mechanisms occur simultaneously. The charge O, contained
in the negative portion of the diode turn-off current waveform is called the recovered charge. The portion
of Q, occurring during interval (4) is actively-removed minority charge. At the end of interval (4), the
stored minority charge in the vicinity of the p—»~ junction has been removed, such that the diode junction
becomes reverse-biased and is able to block negative voltage. The depletion region effective capacitance
is then charged during interval (5) to the negative off-state voltage. The portion of ¢, occurring during
interval (5) is charge supplied to the depletion region, as well as minority charge that is actively removed
from remote areas of the diode. At the end of interval (5), the diode is able to block the entire applied
reverse voltage. The length of intervals (4) and (5) is called the reverse recovery time t,. During interval
(6), the diode operates in the off state. The diode turn-off transition, and its influence on switching loss in
a PWM converter, is discussed further in Section 4.3.2.
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Table 4.1 Characteristics of several commercial power rectifier diodes

Part number Rated maximum Rated average V. (typical) 1, (max)
voltage current

Fast recovery rectifiers

1IN3913 400V 30A 1.1V 400 ns

SD453N25S820PC 2500V 400 A 22V 3us
Ultra-fast recovery rectifiers

MURS&15 150V 8A 0975V 35ns

MURI1560 600V ISA 12V 60 ns

RHRU100120 1200V 100A 26V 60 ns
Schottky rectifiers

MBR6030L 30V 60 A 048V

444CNQO45 45V 440 A 0.69V

30CPQ150 150V 30A 1.19V

Diodes are rated according to the length of their reverse recovery time ¢,. Standard recovery rec-
tifiers are intended for 50 Hz or 60 Hz operation; reverse recovery times of these devices are usually not
specified. Fast recovery rectifiers and ultrafast recovery rectifiers are intended for use in converter appli-
cations. The reverse recovery time ¢,, and sometimes also the recovered charge Q,, are specified by man-
ufacturers of these devices. Ratings of several commercial devices are listed in Table 4.1.

Schottky diodes are essentially majority-carrier devices whose operation is based on the rectify-
ing characteristic of a metal-semiconductor junction. These devices exhibit negligible minority stored
charge, and their switching behavior can be adequately modeled simply by their depletion-region capac-
itance and equilibrium exponential i—v characteristic. Hence, an advantage of the Schottky diode is its
fast switching speed. An even more important advantage of Schottky diodes is their low forward voltage
drops, especially in devices rated 45 V or less. Schottky diodes are restricted to low breakdown voltages;
very few commercial devices are rated to block 100 V or more. Their off-state reverse currents are con-
siderably higher than those of p—# junction diodes. Characteristics of several commercial Schottky recti-
fiers are also listed in Table 4.1.

Another important characteristic of a power semiconductor device is whether its on-resistance
and forward voltage drop exhibit a positive temperature coefficient. Such devices, including the MOS-
FET and IGBT, are advantageous because multiple chips can be easily paralleled, to obtain high-current
modules. These devices also tend to be more rugged and less susceptible to hot-spot formation and sec-
ond-breakdown problems. Diodes cannot be easily connected in parallel, because of their negative tem-
perature coefficients: an imbalance in device characteristics may cause one diode to conduct more
current than the others. This diode becomes hotter, which causes it to conduct even more of the total cur-
rent. In consequence, the current does not divide evenly between the paralleled devices, and the current
rating of one of the devices may be exceeded. Since BJTs and thyristors are controlled by a diode junc-
tion, these devices also exhibit negative temperature coefficients and have similar problems when oper-
ated in parallel. Of course, it is possible to parallel any type of semiconductor device; however, use of
matched devices, a common thermal substrate, and/or external circuitry may be required to cause the on-
state currents of the devices to be equal.
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4.2.2 Metal Oxide Semiconductor Field-Effect Transistor (MOSFET)

The power MOSFET is a modern power semiconductor device having gate lengths close to one micron.
The power device is comprised of many small parallel-connected enhancement-mode MOSFET cells,
which cover the surface of the silicon die. A cross-section of one cell is illustrated in Fig. 4.26. Current
flows vertically through the silicon wafer: the metallized drain connection is made on the bottom of the
chip, while the metallized source connection and polysilicon gate are on the top surface. Under normal
operating conditions, in which v, > 0, both the p—n and p—n~ junctions are reverse-biased. Figure 4.27(a)
illustrates operation of the device in the off state. The applied drain-to-source voltage then appears across
the depletion region of the p—»~ junction. The »™ region is lightly doped, such that the desired breakdown
voltage rating is attained. Figure 4.27(b) illustrates operation in the on state, with a sufficiently large pos-
itive gate-to-source voltage. A channel then forms at the surface of the p region, underneath the gate. The
drain current flows through the »” region, channel, » region, and out through the source contact. The on-
resistance of the device is the sum of the resistances of the n™ region, the channel, the source and drain
contacts, etc. As the breakdown voltage is increased, the on-resistance becomes dominated by the resis-
tance of the n~ region. Since there are no minority carriers to cause conductivity modulation, the on-
resistance increases rapidly as the breakdown voltage is increased to several hundred volts and beyond.
The p—»~ junction is called the body diode; as illustrated in Fig. 4.27(c), this junction forms an
effective diode in parallel with the MOSFET channel. The body diode can become forward-biased when
the drain-to-source voltage v, (¢) is negative. This diode is capable of conducting the full rated current of
the MOSFET. However, most MOSFETs are not optimized with respect to the speed of their body
diodes, and the large peak currents that flow during the reverse recovery transition of the body diode can
cause device failure. Several manufacturers produce MOSFETS that contain fast recovery body diodes;
these devices are rated to withstand the peak currents during the body diode reverse recovery transition.
Typical n-channel MOSFET static switch characteristics are illustrated in Fig. 4.28. The drain
current is plotted as a function of the gate-to-source voltage, for various values of drain-to-source volt-
age. When the gate-to-source voltage is less than the threshold voltage V,,, the device operates in the off
state. A typical value of V,, is 3 V. When the gate-to-source voltage is greater than 6 or 7V, the device
operates in the on state; typically, the gate is driven to 12 or 15V to ensure minimization of the forward
voltage drop. In the on state, the drain-to-source voltage V)¢ is roughly proportional to the drain current



Fig. 4.27 Operation of the power
MOSFET: (a) in the off state, v,
appears across the depletion region in
the n~ region; (b) current flow through
the conducting channel in the on state;
(c) body diode due to the p—n~ junction.
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I,,. The MOSFET is able to conduct peak currents well in excess of its average current rating, and the
nature of the static characteristics is unchanged at high current levels. Logic-level power MOSFETSs are
also available, which operate in the on state with a gate-to-source voltage of 5 V. A few p-channel devices
can be obtained, but their properties are inferior to those of equivalent n-channel devices.

The on-resistance and forward voltage drop of the MOSFET have a positive temperature coeffi-
cient. This property makes it relatively easy to parallel devices. High current MOSFET modules are
available, containing several parallel-connect chips.

The major capacitances of the MOSFET are illustrated in Fig. 4.29. This model is sufficient for
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qualitative understanding of the MOSFET switching behavior; more accurate models account for the
parasitic junction field-effect transistor inherent in the DMOS geometry. Switching times of the MOS-
FET are determined essentially by the times required for the gate driver to charge these capacitances.
Since the drain current is a function of the gate-to-source voltage, the rate at which the drain current
changes is dependent on the rate at which the gate-to-source capacitance is charged by the gate drive cir-
cuit. Likewise, the rate at which the drain voltage changes is a function of the rate at which the gate-to-
drain capacitance is charged. The drain-to-source capacitance leads directly to switching loss in PWM
converters, since the energy stored in this capacitance is lost during the transistor turn-on transition.
Switching loss is discussed in Section 4.3.

The gate-to-source capacitance is essentially linear. However, the drain-to-source and gate-to-
drain capacitances are strongly nonlinear: these incremental capacitances vary as the inverse square root
of the applied capacitor voltage. For example, the dependence of the incremental drain-to-source capaci-
tance can be written in the form

Co

Vv
1424
Vo

Culvy) = (4.4)

where C, and V;, are constants that depend on the construction of the device. These capacitances can eas-
ily vary by several orders of magnitude as v, varies over its normal operating range. For v, > V,,, Eq.

—

C
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Fig. 4.29 MOSFET equivalent circuit which accounts for the body G £
diode and effective terminal capacitances. E (oF
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Table 4.2 Characteristics of several commercial n-channel power MOSFETSs

Rated maximum Rated average R

Part number voltage current on 0, (typical)
IRFZ43 60V S0A 0.018 Q 110 nC
IRF510 100V 56A 0.54 Q 8.3 nC
IRF540 100V 28 A 0.077 Q 720C
APTI0M25BNR 100V T5A 0.025Q 171 nC
IRF740 400V 10A 0.55Q 63 nC
MTMI15N40E 400V 15A 03Q 110 nC
APTS5025BN 500V 23 A 025Q 83 nC
APT1001RBNR 1000V iITA 1.0Q 150 nC

(4.4) can be approximated as
i _C 0 (4.5)

Culra) =Co\/ 3¢ ==
These expressions are used in Section 4.3.3 to determine the switching loss due to energy stored in C,.

Characteristics of several commercially available power MOSFETs are listed in Table 4.2. The
gate charge Q, is the charge that the gate drive circuit must supply to the MOSFET to raise the gate volt-
age from zero to some specified value (typically 10 V), with a specified value of off state drain-to-source
voltage (typically 80% of the rated V). The total gate charge is the sum of the charges on the gate-to-
drain and the gate-to-source capacitance. The total gate charge is to some extent a measure of the size
and switching speed of the MOSFET.

Unlike other power devices, MOSFETs are usually not selected on the basis of their rated aver-
age current. Rather, on-resistance and its influence on conduction loss are the limiting factors, and MOS-
FETs typically operate at average currents somewhat less than the rated value.

MOSFETs are usually the device of choice at voltages less than or equal to approximately 400
to 500 V. At these voltages, the forward voltage drop is competitive or superior to the forward voltage
drops of minority-carrier devices, and the switching speed is significantly faster. Typical switching times
are in the range 50 ns to 200 ns. At voltages greater than 400 to 500 V, minority-carrier devices having
lower forward voltage drops, such as the IGBT, are usually preferred. The only exception is in applica-
tions where the high switching speed overrides the increased cost of silicon required to obtain acceptably
low conduction loss.

4.2.3  Bipolar Junction Transistor (BJT)

A cross-section of an NPN power BJT is illustrated in Fig. 4.30. As with other power devices,
current flows vertically through the silicon wafer. A lightly doped n™ region is inserted in the collector, to
obtain the desired voltage breakdown rating. The transistor operates in the off state (cutoff) when the p-»
base-emitter junction and the p-»n~ base-collector junction are reverse-biased; the applied collector-to-
emitter voltage then appears essentially across the depletion region of the p—n~ junction. The transistor
operates in the on state (saturation) when both junctions are forward-biased; substantial minority charge
is then present in the p and n~ regions. This minority charge causes the n~ region to exhibit a low on-
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resistance via the conductivity modulation effect. Between the off state and the on state is the familiar
active region, in which the p—n base-emitter junction is forward-biased and the p—n~ base-collector junc-
tion is reverse-biased. When the BJT operates in the active region, the collector current is proportional to
the base region minority charge, which in turn is proportional (in equilibrium) to the base current. There
is in addition a fourth region of operation known as quasi-saturation, occurring between the active and
saturation regions. Quasi-saturation occurs when the base current is insufficient to fully saturate the
device; hence, the minority charge present in the n~ region is insufficient to fully reduce the n™ region
resistance, and high transistor on-resistance is observed.

Consider the simple switching circuit of Fig. 4.31. Fig-
ure 4.32 contains waveforms illustrating the BJT turn-on and
turn-off transitions. The transistor operates in the off state dur-
ing interval (1), with the base-emitter junction reverse-biased by
the source voltage v () = — V,;. The turn-on transition is initiated
at the beginning of interval (2), when the source voltage changes
to v(f) = + V,,. Positive current is then supplied by source v, to
the base of the BJT. This current first charges the capacitances of
the depletion regions of the reverse-biased base-emitter and
base-collector junctions. At the end of interval (2), the base-
emitter voltage exceeds zero sufficiently for the base-emitter v (r)
junction to become forward-biased. The length of interval (2) is
called the turn-on delay time. During interval (3), minority
charge is injected across the base-emitter junction from the
emitter into the base region; the collector current is proportional  Fig, 4,31 Circuit for BIT switching
to this minority base charge. Hence during interval (3), the col-  time example.
lector current increases. Since the transistor drives a resistive
load R, the collector voltage also decreases during interval (3). This causes the voltage to reduce across
the reverse-biased base-collector depletion region (Miller) capacitance. Increasing the base current I
(by reducing R, or increasing V,,) increases the rate of change of both the base region minority charge
and the charge in the Miller capacitance. Hence, increased I, leads to a decreased turn-on switching
time.

Near or at the end of interval (3), the base-collector p—n~ junction becomes forward-biased.
Minority carriers are then injected into the n~ region, reducing its effective resistivity. Depending on the
device geometry and the magnitude of the base current, a voltage tail [interval (4)] may be observed as
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Fig. 4.32 BIJT turn-on and turn-off transition waveforms.

the apparent resistance of the n™ region decreases via conductivity modulation. The BJT reaches on-state
equilibrium at the beginning of interval (5), with low on-resistance and with substantial minority charge
present in both the n~ and p regions. This minority charge significantly exceeds the amount necessary to
support the active region conduction of the collector current I ,; its magnitude is a function of
Ig, —Ic,,/B, where B is the active-region current gain.

The turn-off process is initiated at the beginning of interval (6), when the source voltage
changes to v (f) = — V,;. The base-emitter junction remains forward-biased as long as minority carriers
are present in its vicinity. Also, the collector current continues to be i(f) = I, as long as the minority

83
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Fig. 4.33 Ideal base current waveform for minimi-
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charge exceeds the amount necessary to support the active region conduction of I, ,, that is, as long as
excess charge is present. So during interval (6), a negative base current flows equal to
— I, = (= V= vp(0)/R;. This negative base current actively removes the total stored minority charge.
Recombination further reduces the stored minority charge. Interval (6) ends when all of the excess
minority charge has been removed. The length of interval (6) is called the storage time. During interval
(7), the transistor operates in the active region. The collector current i.(z) is now proportional to the
stored minority charge. Recombination and the negative base current continue to reduce the minority
base charge, and hence the collector current decreases. In addition, the collector voltage increases, and
hence the base current must charge the Miller capacitance. At the end of interval (7), the minority stored
charge is equal to zero, and the base-emitter junction can become reverse-biased. The length of interval
(7) is called the turn-off time or fall time. During interval (8), the reverse-biased base-emitter junction
capacitance is discharged to voltage — V,. During interval (9), the transistor operates in equilibrium, in
the off state.

It is possible to turn the transistor off using I, = 0; for example, we could let V; be approxi-
mately zero. However, this leads to very long storage and turn-off switching times. If /,, = 0, then all of
the stored minority charge must be removed passively, via recombination. From the standpoint of mini-
mizing switching times, the base current waveform of Fig. 4.33 is ideal. The initial base current /,, is
large in magnitude, such that charge is inserted quickly into the base, and the turn-on switching times are
short. A compromise value of equilibrium on state current I, , is chosen, to yield a reasonably low col-
lector-to-emitter forward voltage drop, while maintaining moderate amounts of excess stored minority
charge and hence keeping the storage time reasonably short. The current — I, is large in magnitude, such
that charge is removed quickly from the base and hence the storage and turn-off switching times are min-
imized.

Unfortunately, in most BJTs, the magnitudes of I, and I, must be limited because excessive
values lead to device failure. As illustrated in Fig. 4.34, the base current flows laterally through the p
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Fig. 4.34 A large I, leads to focusing of the p \;L\Qi; T\;__a_,J/g p

emitter current away from the base contacts, due
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region. This current leads to a voltage drop in the resistance of the p material, which influences the volt-
age across the base-emitter junction. During the turn-off transition, the base current — I, causes the base-
_emitter junction voltage to be greater in the center of the base region, and smaller at the edges near the
base contacts. This causes the collector current to focus near the center of the base region. In a similar
fashion, a large I, causes the collector current to crowd near the edges of the base region during the
turn-on transition. Since the collector-to-emitter voltage and collector current are simultaneously large
during the switching transitions, substantial power loss can be associated with current focusing. Hence
hot spots are induced at the center or edge of the base region. The positive temperature coefficient of the
base-emitter junction current (corresponding to a negative temperature coefficient of the junction volt-
age) can then lead to thermal runaway and device failure. Thus, to obtain reliable operation, it may be
necessary to limit the magnitudes of I, and Ip,. It may also be necessary to add external snubber net-
works which the reduce the instantaneous transistor power dissipation during the switching transitions.
Steady-state characteristics of the BJT are illustrated in Fig. 4.35. In Fig. 4.35(a), the collector
current /- is plotted as a function of the base current I,,, for various values of collector-to-emitter voltage
Veg- The cutoff, active, quasi-saturation, and saturation regions are identified. At a given collector cur-
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Fig. 435 BIJT static characteristics: (a) I vs. I, illustrating the regions of operation; (b) I vs. V., illustrating
voltage breakdown characteristics.
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rent /, to operate in the saturation region with minimum forward voltage drop, the base current I, must
be sufficiently large. The slope dl/dI, in the active region is the current gain . It can be seen that 3
decreases at high current—near the rated current of the BJT, the current gain decreases rapidly and hence
it is difficult to fully saturate the device. Collector current I is plotted as a function of collector-to-emit-
ter voltage V. in Fig. 4.35(b), for various values of I;. The breakdown voltages BV, , BV, and
BV g, are illustrated. BV -, is the avalanche breakdown voltage of the base-collector jurniction, with the
emitter open-circuited or with sufficiently negative base current. BV, is the somewhat smaller collec-
tor-emitter breakdown voltage observed when the base current is zero; as avalanche breakdown is
approached, free carriers are created that have the same effect as a positive base current and that cause
the breakdown voltage to be reduced. BV, is the breakdown voltage observed with positive base cur-
rent. Because of the high instantaneous power dissipation, breakdown usually results in destruction of
the BJT. In most applications, the off state transistor voltage must not exceed BV ;.

High-voltage BJTs typically have low current gain, and ?
hence Darlington-connected devices (Fig. 4.36) are common. If tran- 0,
sistors Q, and (0, have current gains 3, and B,, respectively, then the
Darlington-connected device has the substantially increased current 0
gain B, + B, + B3,8,. In a monolithic Darlington device, transistors Q, 2
and @, are integrated on the same silicon wafer. Diode D, speeds up
the turn-off process, by allowing the base driver to actively remove
the stored charge of both @, and Q, during the turn-off transition. D,

At voltage levels below 500 V, the BJT has been almost 3
entirely replaced by the MOSFET in power applications. It is also Fig. 436 Darlington-connected
being displaced in higher voltage applications, where new designs pjTs, including diode for improve-
utilize faster IGBTs or other devices. ment of turn-off times.

424  Insulated Gate Bipolar Transistor (IGBT)

A cross-section of the IGBT is illustrated in Fig. 4.37. Comparison with Fig. 4.26 reveals that the IGBT
and power MOSFET are very similar in construction. The key difference is the p region connected to the
collector of the IGBT. So the IGBT is a modern four-layer power semiconductor device having a MOS
gate.
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The function of the added p region is to inject minority charges into the n™ region while the
device operates in the on state, as illustrated in Fig. 4.37. When the IGBT conducts, the p—n~ junction is
forward-biased, and the minority charges injected into the n~ region cause conductivity modulation. This
reduces the on-resistance of the n~ region, and allows high-voltage IGBTSs to be constructed which have
low forward voltage drops. As of 1999, IGBTs rated as low as 600 V and as high as 3300 V are readily
available. The forward voltage drops of these devices are typically 2 to 4 V, much lower than would be
obtained in equivalent MOSFETS of the same silicon area.

Several schematic symbols for the IGBT are in current use; the symbol illustrated in Fig.
4.38(a) is the most popular. A two-transistor equivalent circuit for the IGBT is illustrated in Fig. 4.38(b).
The IGBT functions effectively as an n-channel power MOSFET, cascaded by a PNP emitter-follower
BIT. The physical locations of the two effective devices are illustrated in Fig. 4.39. It can be seen that
there are two effective currents: the effective MOSFET channel current i;, and the effective PNP collec-
tor current ,. '

The price paid for the reduced voltage drop of the IGBT is its increased switching times, espe-
cially during the turn-off transition. In particular, the IGBT turn-off transition exhibits a phenomenon
known as current tailing. The effective MOSFET can be turned off quickly, by removing the gate charge
such that the gate-to-emitter voltage is negative. This causes the channel current i; to quickly become
zero. However, the PNP collector current i, continues to flow as long as minority charge is present in the
n~ region. Since there is no way to actively remove the stored minority charge, it slowly decays via
recombination. So i, slowly decays in proportion to the minority charge, and a current tail is observed.
The length of the current tail can be reduced by introduction of recombination centers in the n” region, at
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Table 4.3 Characteristics of several commercial IGBTs

Part number Ratei(jﬁng(Lmum Ratz;lrerlzgiage Vp (typical) 1; (typical)

Single-chip devices

HGTP12N60A4 600V 23A 20V 70 ns

HGTG32N60E2 600V 32A 24V 0.62 us

HGTG30N120D2 1200V 30A 32V 0.58 us
Multiple-chip modules

CM400HA-12E 600V 400 A 27V 0.3 us

CM300HA-24E 1200V 300 A 27V 0.3 us

CMS800HA-34H 1700V 800 A 33V 0.6 ps
High voltage modules

CM 800HB-50H 2500V 800 A 315V 1.0 us

CM 600HB-90H 4500V 900 A 33V 1.2 ps

the expense of a somewhat increased on-resistance. The current gain of the effective PNP transistor can
also be minimized, causing i, to be greater than i,. Nonetheless, the turn-off switching time of the IGBT
is significantly longer than that of the MOSFET, with typical turn-off times in the range 0.5 ps to 5 us.
Switching loss induced by IGBT current tailing is discussed in Section 4.3.1. The switching frequencies
of PWM converters containing IGBTs are typically in the range 1 to 30 kHz.

The added p—n~ diode junction of the IGBT is not normally designed to block significant volt-
age. Hence, the IGBT has negligible reverse voltage-blocking capability.

Since the IGBT is a four-layer device, there is the possibility of SCR-type latchup, in which the
IGBT cannot be turned off by gate voltage control. Recent devices are not susceptible to this problem.
These devices are quite robust, hot-spot and current crowding problems are nonexistent, and the need for
external snubber circuits is minimal.

The on-state forward voltage drop of the IGBT can be modeled by a forward-biased diode junc-
tion, in series with an effective on-resistance. The temperature coefficient of the IGBT forward voltage
drop is complicated by the fact that the diode junction voltage has a negative temperature coefficient,
while the on-resistance has a positive temperature coefficient. Fortunately, near rated current the on-
resistance dominates, leading to an overall positive temperature coefficient. In consequence, IGBTs can
be easily connected in parallel, with a modest current derating. Large modules are commercially avail-
able, containing multiple parallel-connected chips.

Characteristics of several commercially available single-chip IGBTs and multiple-chip IGBT
modules are listed in Table 4.3.

4.2.5  Thyristors (SCR, GTO, MCT)

Of all conventional semiconductor power devices, the silicon-controlled rectifier (SCR) is the oldest, has
the lowest cost per rated kVA, and is capable of controlling the greatest amount of power. Devices having
voltage ratings of 5000 to 7000 V and current ratings of several thousand amperes are available. In utility
dc transmission line applications, series-connected light-triggered SCRs are employed in inverters and
rectifiers that interface the ac utility system to dc transmission lines which carry roughly 1 kA and 1 MV.
A single large SCR fills a silicon wafer that is several inches in diameter, and is mounted in a hockey-
puck-style case.
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The schematic symbol of the SCR is illustrated in Fig. 4.40(a), and an equivalent circuit con-
taining NPN and PNP BJT devices is illustrated in Fig. 4.40(b). A cross-section of the silicon chip is
illustrated in Fig. 4.41. Effective transistor Q, is composed of the n, p, and n™ regions, while effective
transistor Q, is composed of the p, n”, and p regions as illustrated.

The device is capable of blocking both positive and negative anode-to-cathode voltages.
Depending on the polarity of the applied voltage, one of the p—n~ junctions is reverse-biased. In either
case, the depletion region extends into the lightly doped »n™ region. As with other devices, the desired
voltage breakdown rating is obtained by proper design of the n™ region thickness and doping concentra-
tion.

The SCR can enter the on state when the applied anode-to-cathode voltage v, . is positive. Posi-
tive gate current i then causes effective transistor Q, to turn on; this in turn supplies base current to
effective transistor Q,, and causes it to turn on as well. The effective connections of the base and collec-
tor regions of transistors O, and Q, constitute a positive feedback loop. Provided that the product of the
current gains of the two transistors is greater than one, then the currents of the transistors will increase
regeneratively. In the on state, the anode current is limited by the external circuit, and both effective tran-
sistors operate fully saturated. Minority carriers are injected into all four regions, and the resulting con-
ductivity modulation leads to very low forward voltage drop. In the on state, the SCR can be modeled as
a forward-biased diode junction in series with a low-value on-resistance. Regardless of the gate current,
the SCR is latched in the on state: it cannot be turned off except by application of negative anode current
or negative anode-to-cathode voltage. In phase controlled converters, the SCR turns off at the zero cross-
ing of the converter ac input or output waveform. In forced commutation converters, external commuta-
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tion circuits force the controlled turn-off of the SCR, by reversing either the anode current or the anode-
to-cathode voltage.

Static i,—v,, characteristics of the conventional SCR are illustrated in Fig. 4.42. It can be seen
that the SCR is a voltage-bidirectional two-quadrant switch. The turn-on transition is controlled actively
via the gate current. The turn-off transition is passive.

During the turn-off transition, the rate at which forward anode-to-cathode voltage is reapplied
raust be limited, to avoid retriggering the SCR. The turn-off time ¢, is the time required for minority
stored charge to be actively removed via negative anode current, and for recombination of any remaining
minority charge. During the turn-off transition, negative anode current actively removes stored minority
charge, with waveforms similar to diode turn-off transition waveforms of Fig. 4.25. Thus, after the first
zero crossing of the anode current, it is necessary to wait for time t, before reapplying positive anode-to-
cathode voltage. It is then necessary to limit the rate at which the anode-to-cathode voltage increases, to
avoid retriggering the device. Inverter-grade SCRs are optimized for faster switching times, and exhibit
smaller values of 7 .

Conventional SCR wafers have large feature size, with coarse or nonexistent interdigitation of
the gate and cathode contacts. The parasitic elements arising from this large feature size lead to several
limitations. During the turn-on transition, the rate of increase of the anode current must be limited to a
safe value. Otherwise, cathode current focusing can occur, which leads to formation of hot spots and
device failure.

The coarse feature size of the gate and cathode structure is also what prevents the conventional
SCR from being turned off by active gate control. One might apply a negative gate current, in an attempt
to actively remove all of the minority stored charge and to reverse-bias the p—n gate-cathode junction,
The reason that this attempt fails is illustrated in Fig. 4.43. The large negative gate current flows laterally
through the adjoining the p region, inducing a voltage drop as shown. This causes the gate-cathode junc-
tion voltage to be smaller near the gate contact, and relatively larger away from the gate contact. The
negative gate current is able to reverse-bias only the portion of the gate-cathode junction in the vicinity of
the gate contact; the remainder of the gate-cathode junction continues to be forward-biased, and cathode
current continues to flow. In effect, the gate contact is able to influence only the nearby portions of the
cathode.

The gate turn off thyristor, or GTO, is a modern power device having small feature size. The
gate and cathode contacts highly interdigitated, such that the entire gate-cathode p—n junction can be
reverse-biased via negative gate current during the turn-off transition. Like the SCR, a single large GTO
can fill an entire silicon wafer. Maximum voltage and current ratings of commercial GTOs are lower than
those of SCRs.
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The turn-off gain of a GTO is the ratio of on-state current to the negative gate current magnitude
required to switch the device off. Typical values of this gain are 2 to 5, meaning that several hundred
amperes of negative gate current may be required to turn off a GTO conducting 1000 A. Also of interest
is the maximum controllable on-state current. The GTO is able to conduct peak currents significantly
greater than the rated average current; however, it may not be possible to switch the device off under gate
control while these high peak currents are present.

The MOS-controlled thyristor, or MCT, is a recent power device in which MOSFETs are inte-
grated onto a highly interdigitated SCR, to control the turn-on and turn-off processes. Like the MOSFET
and IGBT, the MCT is a single-quadrant device whose turn-on and turn-off transitions are controlled by
a MOS gate terminal. Commercial MCTs are p-type devices. Voltage-bidirectional two-quadrant MCTs,
and n-type MCTs, are also possible.

A cross-section of an MCT containing MOSFETs for control of the turn-on and turn-off transi-
tions is illustrated in Fig. 4.44. An equivalent circuit which explains the operation of this structure is
given in Fig. 4.45. To turn the device on, the gate-to-anode voltage is driven negative. This forward-
biases p-channel MOSFET Q,, forward-biasing the base-emitter junction of BJT Q. Transistors Q, and
O, then latch in the on-state. To turn the device off, the gate-to-anode voltage is driven positive. This for-
ward-biases n-channel MOSFET Q,, which in turn reverse-biases the base-emitter junction of BIT Q,.
The BJTs then turn off. It is important that the on-resistance of the n-channel MOSFET be small enough
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that sufficient influence on the cathode current is exerted—this limits the maximum controllable on state
current (i.e., the maximum current that can be interrupted via gate control).

High-voltage MCTs exhibit lower forward voltage drops and higher current densities than
IGBTs of similar voltage ratings and silicon area. However, the switching times are longer. Like the
GTO, the MCT can conduct considerable surge currents; but again, the maximum current that can be
interrupted via gate control is limited. To obtain a reliable turn-off transition, external snubbers are
required to limit the peak anode-to-cathode voltage. A sufficiently fast gate-voltage rise time is also
required. To some extent, the MCT is still an emerging device—future generations of MCTs may exhibit
considerable improvements in performance and ratings.

4.3 SWITCHING LOSS

Having implemented the switches using semiconductor devices, we can now discuss another major
source of loss and inefficiency in converters: switching loss. As discussed in the previous section, the
turn-on and turn-off transitions of semiconductor devices require times of tens of nanoseconds to micro-
seconds. During these switching transitions, very large instantaneous power loss can occur in the semi-
conductor devices. Even though the semiconductor switching times are short, the resulting average
power loss can be significant.

Semiconductor devices are charge controlled. For example, the conducting state of a MOSFET
is determined by the charge on its gate and in its channel, and the conducting state of a silicon diode or a
BJT is determined by the presence or absence of stored minority charge in the vicinity of the semicon-
ductor junctions inside the device. To switch a semiconductor device between the on and off states, the
controlling charge must be inserted or removed; hence, the amount of controlling charge influences both
the switching times and the switching loss. Charge, and energy, are also stored in the output capacitances
of semiconductor devices, and energy is stored in the leakage and stray inductances in the circuit. In
most converter circuits, these stored energies are also lost during the switching transitions.

In this section the major sources of switching loss are described, and a simple method for esti-
mation of their magnitudes is given. For clarity, conduction losses and semiconductor forward voltage
drops are neglected throughout this discussion.
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Fig. 446 MOSFET driving a clamped inductive load, buck converter example.

4.3.1  Transistor Switching with Clamped Inductive Load

Let’s consider first the switching waveforms in the buck converter of Fig. 4.46. Let us treat the diode as
ideal, and investigate only the switching loss due to the MOSFET switching times. The MOSFET drain-
to-source capacitance is also neglected.

The diode and inductor present a clamped inductive load to the transistor. With such a load, the
transistor voltage v,(#) and current i,(f) do not change simultaneously. For example, a magnified view of
the transistor turn-off-transition waveforms is given in Fig. 4.47. For simplicity, the waveforms are
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approximated as piecewise-linear. The switching times are short, such that the inductor current i;() is
essentially constant during the entire switching transition #, < < ¢,. No current flows through the diode
while the diode is reverse-biased, and the diode cannot become forward-biased while its voltage vy(?) is
negative. So first, the voltage v,(r) across the transistor must rise from zero to Vg. The interval length
(t, — 1) is essentially the time required for the gate driver to charge the MOSFET gate-to-drain capaci-
tance. The transistor current i,(¢) is constant and equal to Z; during this interval.

The diode voltage vy(r) and current ig(¢) are given by

va(t) =va(0) =V, 4.6)
iAt) +igt)=1i,

At time t = ¢, when v, = Vg, the diode becomes forward-biased. The current i, now begins to commute
from the transistor to the diode. The interval length (¢, — #,) is the time required for the gate driver to dis-
charge the MOSFET gate-to-source capacitance down to the threshold voltage which causes the MOS-
FET to be in the off state.

The instantaneous power p ,(?) dissipated by the transistor is equal to v,(#)i,(¢). This quantity is
also sketched in Fig. 4.47. The energy Woﬁ,lost during the transistor turn-off transition is the area under
this waveform. With the simplifying assumption that the waveforms are piecewise-linear, then the energy
lost is the area of the shaded triangle:

W=+ VgiL(tz - zo) 4.7

This is the energy lost during each transistor turn-off transition in the simplified circuit of Fig. 4.46.

The transistor turn-on waveforms of the simplified circuit of Fig. 4.46 are qualitatively similar
to those of Fig. 4.47, with the time axis reversed. The transistor current must first rise from 0 to i,. The
diode then becomes reverse-biased, and the transistor voltage can fall from V, to zero. The instantaneous
transistor power dissipation again has peak value V,i;, and if the waveforms are piecewise linear, then the
energy lost during the turn-on transition W, is given by 0.5V, i, multiplied by the transistor turn-on time.

Thus, during one complete switching period, the total energy lost during the turn-on and turn-
off transitions is (W, + W, ). If the switching frequency is f;, then the average power loss incurred due to
switching is

Py, = % f paDdt = (Wm + Woﬁ”)f_; (4.8)

switching
transitions

So the switching loss P, is directly proportional to the switching frequency.

An example where the loss due to transistor switching times is particularly significant is the cur-
rent tailing phenomenon observed during the turn-off transition of the IGBT. As discussed in Section
4.2.4, current tailing occurs due to the slow recombination of stored minority charge in the n~ region of
the IGBT. This causes the collector current to slowly decay after the gate voltage has been removed.

A buck converter circuit containing an ideal diode and nonideal (physical) IGBT is illustrated in
Fig. 4.48. Turn-off transition waveforms are illustrated in Fig. 4.49; these waveforms are similar to the
MOSFET waveforms of Fig. 4.47. The diode is initially reverse-biased, and the voltage v,(¢) rises from
approximately zero to V. The interval length (¢, - £,) is the time required for the gate drive circuit to
charge the IGBT gate-to-collector capacitance. At time ¢ = ¢,, the diode becomes forward-biased, and
current begins to commute from the IGBT to the diode. The interval (z, — ;) is the time required for the
gate drive circuit to discharge the IGBT gate-to-emitter capacitance to the threshold value which causes
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Fig. 4.48 IGBT switching loss example.

the effective MOSFET in Fig. 4.38(b) to be in the off state. This time can be minimized by use of a high-
current gate drive circuit which discharges the gate capacitance quickly. However, switching off the
effective MOSFET does not completely interrupt the IGBT current i,(2): current i,(r) continues to flow
through the effective PNP bipolar junction transistor of Fig. 4.38(b) as long as minority carriers continue
to exist within its base region. During the interval ¢, < t < 5, the current is proportional to this stored
minority charge, and the current tail interval length (t; - 7,) is equal to the time required for this remain-
ing stored minority charge to recombine.

The energy W, lost during the turn-off transition of the IGBT is again the area under the instan-
taneous power waveform, as illustrated in Fig. 4.49. The switching loss can again be evaluated using Eq.
(4.8). ,
The switching times of the IGBT are typically in the vicinity of 0.2 to 2 us, or several times
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longer than those of the power MOSFET. The resulting switching loss limits the maximum switching
frequencies of conventional PWM converters employing IGBTs to roughly 1 to 30 kHz.

4.3.2 Diode Recovered Charge

As discussed previously, the familiar exponential i—v characteristic of the diffused-junction p—n diode is
an equilibrium relationship. During switching transients, significant deviations from this characteristic
are observed, which can induce transistor switching loss. In particular, during the diode turn-off tran-
sient, its stored minority charge must be removed, either actively via negative current iy(#), or passively
via recombination inside the device. The diode remains forward-biased while minority charge is present
in the vicinity of the diode semiconductor junction. The initial amount of minority charge is a function of
the forward current, and its rate of change, under forward-biased conditions. The turn-off switching time
is the time required to remove all of this charge, and to establish a new reverse-biased operating point.
This process of switching the diode from the forward-biased to reverse-biased states is called reverse
recovery.

Again, most diffused-junction power diodes are actually p—n—n"* or p—i-n devices. The lightly
doped or intrinsic region (of the diode and other power semiconductor devices as well) allows large
breakdown voltages to be obtained. Under steady-state forward-biased conditions, a substantial amount
of stored charge is present in this region, increasing its conductivity and leading to a low diode on-resis-
tance. It takes time to insert and remove this charge, however, so there is a tradeoff between high break-
down voltage, low on-resistance, and fast switching times.

To understand how the diode stored charge induces transistor switching loss, let us consider the
buck converter of Fig. 4.50. Assume for this discussion that the transistor switching times are much faster
than the switching times of the diode, such that the diode reverse recovery mechanism is the only signif-
icant source of switching loss. A magnified view of the transistor-turn-on transition waveforms under
these conditions is given in Fig. 4.51.

Initially, the diode conducts the inductor current, and hence some amount of stored minority
charge is present in the diode. The transistor is initially in the off state. When the transistor turns on, a
negative current flows through the diode; this current actively removes some or most of the diode stored
minority charge, while the remainder of the minority charge recombines within the diode. The rate of
change of the current is typically limited by the package inductance and other stray inductances present
in the external circuit; hence, the peak magnitude of the reverse current depends on the external circuit,
and can be many times larger than the forward current i,. The area within the negative portion of the
diode current waveform is the recovered stored charge Q,, while the interval length (¢, — ) is the reverse
recovery time £,. The magnitude of Q, is a function of the on state forward current i, at the initiation of
the turn-off process, as well as the circuit-limited rate-of-change of the diode current, diy(¢)/dt. During

i, fm\
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transistor
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Fig. 4.50 Example, switching loss induced by diode stored charge.
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the interval ¢, <z <1, the diode remains forward-biased, and hence the transistor voltage is V. At time
t=t,, the stored charge in the vicinity of the p—n~ or p—i junction is exhausted. This junction becomes
reverse-biased, and begins to block voltage. During the interval ¢, < ¢ <t,, the diode voltage decreases to
=V, Some negative diode current continues to flow, removing any remaining stored minority charge as
well as charging the depletion layer capacitance. At time ¢ = t,, this current is essentially zero, and the
diode operates in steady state under reverse-biased conditions.

Diodes in which the interval length (r, —t,)
is short compared to (¢, - t,) are called abrupt-recov-
ery or “snappy” diodes. Soft recovery diodes exhibit
larger values of (¢, — £)/(¢; — £,). When significant
package and/or stray inductance is present in series
with the diode, ringing of the depletion region capac-
itance with the package and stray inductances may
be observed. If severe, this ringing can cause excess
reverse voltage that leads to device failure. External
R-C snubber circuits are sometimes necessary for
reliable operation. The reverse-recovery characteris-
tics of soft recovery diodes are intended to exhibit
less ringing and voltage overshoot. Snubbing of
these diodes can be reduced or eliminated.

The instantaneous power p,(¢) dissipated in
the transistor is also sketched in Fig. 4.51. The
energy lost during the turn-on transition is

W, = f V()i (Ot 9)
swilc.h_ing
transition
For' an  abrupt-recovery diode in  which
(t, —1,) < (¢, — 1), this integral can be evaluated in a
simple manner. The transistor voltage v,(¢) is then
equal to V, for essentially the entire diode recovery
interval. In addition, i, = i; — iz. Equation (4.9) then
becomes

W, f V(i —ig0)dt
P (4.10)

=Vt +V,0,

where the recovered charge @, is defined as the inte-
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Fig. 4.51 Transistor-turn-on transition waveforms
for the circuit of Fig. 4.50.

gral of the diode current — i,4() over the interval #, < t < t,. Hence, the diode reverse recovery process
leads directly to switching loss W f.. This is often the largest single component of switching loss in a
conventional switching converter. It can be reduced by use of faster diodes, designed for minimization of

stored minority charge.
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Fig. 4.52 The energy stored in the semicon- EEAN
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4.3.3  Device Capacitances, and Leakage, Package, and Stray Inductances

Reactive elements can also lead to switching loss. Capacitances that are effectively in parallel with
switching elements are shorted out when the switch turns on, and any energy stored in the capacitance is
lost. The capacitances are charged without energy loss when the switching elements turn off, and the
transistor turn-off loss W, computed in Eq. (4.7) may be reduced. Likewise, inductances that are effec-
tively in series with a switching element lose their stored energy when the switch turns off. Hence, series
inductances lead to additional switching loss at turn-off, but can reduce the transistor turn-on loss.

The stored energies of the reactive elements can be summed to find the total energy loss per
switching period due to these mechanisms. For linear capacitors and inductors, the stored energy is

2
We= Z %Civi
capamuve

elements (4 1 1)
Ljl;

W, = ;

inductive
elements

[T,

A common source of this type of switching loss is the output capacitances of the semiconductor switch-
ing devices. The depletion layers of reverse-biased semiconductor devices exhibit capacitance which
stores energy. When the transistor turns on, this stored energy is dissipated by the transistor. For example,
in the buck converter of Fig. 4.52, the MOSFET exhibits drain-to-source capacitance C,, and the
reverse-biased diode exhibits junction capacitance C} During the switching transitions these two capaci-
tances are effectively in parallel, since the dc source V, is effectively a short-circuit at high frequency. To

8
the extent that the capacitances are linear, the energy lost when the MOSFET turns on is

We=}(Cut C)V; 4.12)

Typically, this type of switching loss is significant at voltage levels above 100 V. The MOSFET gate
drive circuit, which must charge and discharge the MOSFET gate capacitances, also exhibits this type of
loss.

As noted in Section 4.2.2, the incremental drain-to-source capacitance C;_ of the power MOS-
FET is a strong function of the drain-to-source voltage v,.. C,(v,) follows an approximate inverse-
square-root dependence of v, as given by Eq. (4.5). The energy stored in C,, at v, = Vs is

1%
Wes = J. Vylod = ﬁ) ” Vs Ca (V) vy (4.13)
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where i = C,; (v ) dv,/dt is the current in C ;.. Substitution of Eq. (4.5) into (4.13) yields

VDS ' 4.14
Wegs= fO Colvuh Vs dvys = % Cu(Vs) V%)s (4-14)

This energy is lost each time the MOSFET switches on. From the standpoint of switching loss, the drain-
to-source capacitance is equivalent to a linear capacitance having the value %Cdx(VDS) .

The Schottky diode is essentially a majority-carrier device, which does not exhibit a reverse-
recovery transient such as in Fig. 4.51. Reverse-biased Schottky diodes do exhibit significant junction
capacitance, however, which can be modeled with a parallel capacitor C; as in Fig. 4.52, and which leads
to energy loss at the transistor turn-on transition.

Common sources of series inductance are transformer leakage inductances in isolated convert-
ers (discussed in Chapter 6), as well as the inductances of interconnections and of semiconductor device
packages. In addition to generating switching loss, these elements can lead to excessive peak voltage
stress during the transistor turn-off transition. Interconnection and package inductances can lead to sig-
nificant switching loss in high-current applications, and leakage inductance is an important source of
switching loss in many transformer-isolated converters.

Diode stored minority charge can induce switch- i) L
ing loss in the (nonideal) converter reactive elements. As
an example, consider the circuit of Fig. 4.53, containing
an ideal voltage source v,(¢), an inductor L, a capacitor C
(which may represent the diode junction capacitance, or v (f)
the junction capacitance in parallel with an external
capacitor), and a silicon diode. The diode switching pro-
cesses of many converters can be modeled by a circuit of
this form. Many rectifier circuits containing SCRs exhibit  pig, 4.53 A circuit in which the diode stored
similar waveforms. The voltage source produces the rect-  charge induces ringing, and ultimately switch-
angular waveform v(¢) illustrated in Fig. 4.54. This volt-  ing loss, in (nonideal) reactive elements.
age is initially positive, causing the diode to become
forward-biased and the inductor current i,(f) to increase linearly with slope V,/L. Since the current is
increasing, the stored minority charge inside the diode also increases. At time ¢ = ¢, the source voltage
v{(t) becomes negative, and the inductor current decreases with slope di, /dt = - V,/L. The diode stored
charge also decreases, but at a slower rate that depends not only on i, but also on the minority carrier
recombination lifetime of the silicon material in the diode. Hence, at time ¢ = 1, when i (¢) reaches zero,
some stored minority charge remains in the diode. So the diode continues to be forward-biased, and the
inductor current continues to decrease with the same slope. The negative current for ¢ > ¢, constitutes a
reverse diode current, which actively removes diode stored charge. At some time later, ¢ = £, the diode
stored charge in the vicinity of the diode junction becomes zero, and the diode junction becomes reverse-
biased. The inductor current is now negative, and must flow through the capacitor. The inductor and
capacitor then form a series resonant circuit, which rings with decaying sinusoidal waveforms as shown.
This ringing is eventually damped out by the parasitic loss elements of the circuit, such as the inductor
winding resistance, inductor core loss, and capacitor equivalent series resistance.

The diode recovered charge induces loss in this circuit. During the interval £, < t < t,, the minor-
ity stored charge Q, recovered from the diode is

Silicon
diode

0=- f 20t @.15)

”
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v(£) 4 This charge is directly related to the energy stored in the
! inductor during this interval. The energy W, stored in
the inductor is the integral of the power flowing into the

0 » inductor:
-V, "
W, = f V(i (Hdt (4.16)
]
pnt During this interval, the applied inductor voltage is
v=0 40 -y, @.17)
0 Substitution of Eq. (4.17) into Eq. (4.16) leads to
B3 di(n 3 . 4.18
W,=| L2 tdt=j = V,)ig(r)at (“.18)
0 —_

Evaluation of the integral on the left side yields the

stored inductor energy at t = t,, Or LiLz(tS)/Z. The right-

N A side integral is evaluated by noting that V, is constant

2 \/ v v and by substitution of Eq. (4.15), yielding V,0,. Hence,
3

; A the energy stored in the inductor at ¢ = ¢, is
1 2

=172 =
Fig. 4.54 Waveforms of the circuit of Fig. Wy =g Liy(t) = V20, (“-19)

4.53.